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Saturday, October 19, 10:00 AM - 12:30 PM
Summit - 448

D-Wave Quantum Optimization

Invited Session
Exhibitor Workshop
Chair: Loraine Coleman, INFORMS, 5521 Research Park Dr Ste 200, Catonsville, MD, 21228, United States
1 - Quantum Optimization
Catherine Potts, D-Wave Quantum Inc, Palo Alto, CA, United States

Quantum computing has gone from the lab to the enterprise, and a recent Hyperion Research study reported that respondents overwhelmingly
indicated that quantum computing-based optimization capabilities are seen as integral to optimizing their key business processes. While you
may think production use of quantum computers are years away, the first commercial quantum applications in production are using D-Wave’s
quantum technology. This workshop will cover the following topics: An introduction to quantum computers, quantum annealing, and
optimization solvers What kinds of business problems are good candidates for quantum/ hybrid solutions Use case examples: how quantum
hybrid is being used for optimization applications such as resource and workforce scheduling, cargo loading and other complex business
problems How quantum systems are programmed, and the tools for developers. This will include live demos and an introduction to Leap, D-
Wave’s real-time cloud service. Leap provides access to a portfolio of hybrid solvers, enabling enterprises to address all kinds of business
problems that range in size and complexity. How to get started with quantum for business.

Saturday, October 19, 1:00 PM - 3:30 PM
Summit - 447

GAMSPy and Data APIs for Streamlining Optimization
Invited Session
Exhibitor Workshop
Chair: Loraine Coleman, INFORMS, 5521 Research Park Dr Ste 200, Catonsville, MD, 21228, United States
1 - GAMSPy and Data APIs for Streamlining Optimization

Atharv Bhosekar, GAMS Development Corp, Fairfax, VA, United States
GAMS (General Algebraic Modeling System) is an algebraic modeling language that provides users a way to write optimization models
using intuitive algebraic syntax. However, as optimization becomes an integrated step within larger decision-making pipelines, modelers face
two significant challenges: (1) the inconvenience of switching out of a preferred programming language (such as Python) solely for
optimization purposes, and (2) the difficulty of efficiently transferring data between GAMS and other tools and platforms within a diverse
software ecosystem. In this presentation, we will tackle these challenges using our latest solutions. First, we will present GAMSPy, our new
product that brings algebraic modeling capabilities to Python. GAMSPy allows users to enjoy an intuitive algebraic syntax without
compromising on the performance. We will also highlight our suite of data APIs to streamline data exchange with GAMS. In particular, we
will focus on GAMS Transfer, a data API that enables users of R, MATLAB, and Python to efficiently read, modify, analyze, and write
GAMS data. These tools significantly enhance the interoperability of GAMS within multi-platform decision pipelines, facilitating smoother
and more efficient optimization workflows.

Summit - 445
Elevate your Optimization Practice with latest Advances in FICO® Xpress Solver and Xpress Insight

Invited Session

Exhibitor Workshop

Chair: Loraine Coleman, INFORMS, 5521 Research Park Dr Ste 200, Catonsville, MD, 21228, United States
1 - Elevate your Optimization Practice with latest Advances in FICO® Xpress Solver and Xpress Insight

Dinakar Gade, FICO, Bozeman, MT, United States, Michael Perregaard, Leona Gottwald, Tristan Gally, Majid Bazrafshan, Bruno
Vieira, Alexander Biele

Join our workshop to discover the cutting-edge innovations in Xpress Solver 9.5 and our new object-oriented APIs! Get a firsthand look at
how Xpress Insight empowers business users to harness the full potential of analytical models faster than ever before.

Experience the latest features and performance enhancements in FICO® Xpress Solver, including groundbreaking advances in mixed-integer
linear and nonlinear optimization. These include a new, first-order hybrid gradient algorithm for linear optimization problems, new heuristics,
cutting and branching techniques. Furthermore, we discuss updates to Xpress Global to solve general mixed-integer nonlinear, and
nonconvex problems to proven global optimality.

The new FICO Xpress Solver API leads to a dramatically reduced overall model building time and increased memory efficiency. It supports

modern programming concepts such as Collections, Streams, Lambdas, and operator overloading. All in an interface that guarantees a
consistent user experience across different programming languages.
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The session will cover advancements in the Python API, outlining recent updates to modelling capabilities and discussing best practice for
developing readable and yet efficient implementations of large-scale optimization models.

FICO® Xpress Insight is a rapid application development and deployment framework that integrates with Xpress Solver and your own
analytics. We will show how you can rapidly convert Python models into complete business applications with Xpress Insight to make your
analytical models available to thousands of business users.

Summit - 446

Analyzing Multidimensional Data and building Predictive Models in an Interactive No Code
Environment

Invited Session

Exhibitor Workshop

Chair: Loraine Coleman, INFORMS, 5521 Research Park Dr Ste 200, Catonsville, MD, 21228, United States

1 - Analyzing Multidimensional Data and building Predictive Models in an Interactive No Code Environment
Kevin Potcner, JMP Statistical Discovery, San Francisco, CA, United States

Fully analyzing data requires an analyst to generate a wide variety of visualizations, analyses, and models. The insights gleaned from each
step leads the analyst to a next set of analyses to try, and so on. This exploratory approach can become very cumbersome in a coding
environment. Without strong proficiency in programming, students often get frustrated finding themselves unable to run many different
analyses and visualization quickly. In this presentation, a statistical scientist from JMP will illustrate how easy it can be to explore multi-
dimensional data through interactive visualizations, analyses, and prediction models in a “no code” environment. The audience will see how
this approach not only greatly expedites data analysis efforts, but provides students with a much richer and more engaging experience to
learning analytics. The content presented is most relevant to: Professional (Mid-Career); Associate (Early Career); and Executive (Senior
Level).

Summit - 448
Hexaly, a New Kind of Global Optimization Solver

Invited Session
Exhibitor Workshop
Chair: Loraine Coleman, INFORMS, 5521 Research Park Dr Ste 200, Catonsville, MD, 21228, United States
1 - HEXALY, A New Kind of Global Optimization Solver
Fred Gardi, Hexaly, Brooklyn, NY, United States

Hexaly is a new kind of global optimization solver. Its modeling interface is nonlinear and set-oriented. It also supports user-coded functions,
thus enabling black-box optimization and, more particularly, simulation optimization. In a sense, Hexaly APIs unify modeling concepts from
mixed-linear programming, nonlinear programming, and constraint programming. Under the hood, Hexaly combines various exact and
heuristic optimization methods: spatial branch-and-bound, simplex methods, interior-point methods, augmented Lagrangian methods,
automatic Dantzig-Wolfe reformulation, column and row generation, propagation methods, local search, direct search, population-based
methods, and surrogate modeling techniques for black-box optimization. Regarding performance benchmarks, Hexaly distinguishes itself
against the leading solvers in the market, like Gurobi, IBM Cplex, and Google OR Tools, by delivering fast and scalable solutions to
problems in the space of Supply Chain and Workforce Management like Routing, Scheduling-Packing-Clustering-Matching-Assignment-
Location problems. For example, on notoriously hard problems like the Pickup/Delivery Problem with Time-Windows or Flexible Job Shop-
Scheduling with Setup Times, Hexaly delivers solutions with a gap to the best solutions known in the literature smaller than 1% in a few
minutes of running times on a basic computer. In addition to the Optimizer, we provide an innovative development platform called Hexaly
Studio to model and solve rich Vehicle-Routing and Job-Shop Scheduling problems in a no-code fashion. The user can define its problem and
data, run the Optimizer, visualize the solutions and key metrics through dashboards, and deploy the resulting app in the cloud — without
coding. The content is most relevant to: Associate (Early Career), Professional (Mid-Career), and Executive (Senior Level).

Summit - 444
Linking Logistics Models: Combining ML and OR Through Ensembling and Horizontal Computing

Invited Session
Exhibitor Workshop
Chair: Loraine Coleman, INFORMS, 5521 Research Park Dr Ste 200, Catonsville, MD, 21228, United States
1 - Linking logistics models: Combining ML and OR through ensembling and horizontal computing

Carolyn Mooney, Nextmv.io Inc, Philadelphia, PA, United States
Conceptually, the connection between machine learning (ML) and operations research (OR) is intuitive: order demand predictions feed into
scheduling delivery operations, consumer buying behavior influences inventory management, and so on. But in practice, seamlessly blending
the two disciplines can be more challenging than expected due to technical implementation and the ability to manage uncertainty. This
interactive session will explore foundational ML and OR logistics models (forecasting, scheduling, routing, etc.) alongside the tooling and
techniques to link, solve, and orchestrate them for real-world, operational settings. We will demonstrate ways to manage uncertainty, employ
ensembling to aggregate multiple forecasts, run multiple model scenarios, and derive consensus across model output to feed downstream
applications. Join us for an interactive session that will explore foundational logistics models, best practices for operations such as model
testing and CI/CD, and tooling such as OR-Tools, Pyomo, HiIGHS, Gurobi, AMPL, Statsmodels, Prophet, and more. This content is most
relevant to Associate (Early Career); Professional (Mid-Career); and Executive (Senior Level).
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Saturday, October 19, 4:00 PM - 6:30 PM
Summit - 447

Introducing ChiAha — the Smart Manufacturing Digital Twin Toolkit

Invited Session
Exhibitor Workshop
Chair: Loraine Coleman, INFORMS, 5521 Research Park Dr Ste 200, Catonsville, MD, 21228, United States
1 - Introducing ChiAha — the Smart Manufacturing Digital Twin Toolkit
Amber Siprelle, Chiaha.ai, Tallassee, TN, United States

ChiAha can predict production line performance and OEE within 1% accuracy. High-fidelity modeling constructs with statistically modeled
data-driven behavior. Provide answers to many of the questions related to the design, operation and improvement of lines for optimum OEE.
This content is most relevant to Associate (Early Career); Professional (Mid-Career); and Executive (Senior Level).

Summit - 444
What’s New in Gurobi 12.0: Helping You to Build, Solve, and Deploy Optimization Models

Invited Session
Exhibitor Workshop
Chair: Loraine Coleman, INFORMS, 5521 Research Park Dr Ste 200, Catonsville, MD, 21228, United States
1 - What’s New in Gurobi 12.0: Helping You to Build, Solve, and Deploy Optimization Models

Xavier Nodet, Gurobi Optimization, LL.C, Antibes, France, Gregory Glockner, Ed Klotz, Rodrigo Fuentes, Zed Dean, Maliheh Aramon
Our pre-conference workshop will cover a wide range of updates and practical tips, including a preview of new features that will be available
with Gurobi 12.0, an overview of our new massive open online course (MOOC), and an interactive panel on GenAl and Optimization. Gurobi
12.0 Overview: This talk will provide a preview of notable features in the upcoming Gurobi 12.0 release. Besides the usual performance
comparisons against previous releases, we will consider advances in the global MINLP solver that was first introduced in the current version,
11.0. These include direct support for compound multivariate nonlinear expressions that eliminate the need for users to create auxiliary
variables and constraints. Major advances in the efficiency of the Web License Server will also be discussed, as well as other features that
improve the usability of the optimizer. A Groundbreaking MOOC: We’ll also be presenting a short overview of “Introduction to Optimization
Through the Lens of Data Science,” a groundbreaking massive-open online course (MOOC) developed by Gurobi in partnership with Dr. Joel
Sokol, professor at Georgia Tech. This course provides a unique opportunity for anyone to enhance their skill sets and for educators to bring
cutting-edge, practical knowledge into their classrooms. Panel-Generative Al and Optimization: The workshop will conclude with a panel
discussion featuring optimization experts from across industries, academia, and Gurobi as they discuss generative Al and optimization. All
attendees will receive a special Gurobi t-shirt. The content presented is most relevant to: Associate (Early Career); Professional (Mid-Career);
and Executive (Senior Level).

Summit - 448

Littlefield 2.0: A New Version of the Online Game for Operations Management Courses
Invited Session
Exhibitor Workshop
Chair: Loraine Coleman, INFORMS, 5521 Research Park Dr Ste 200, Catonsville, MD, 21228, United States
1 - Littlefield 2.0: A New Version of the Online Game for Operations Management Courses
Samuel Wood, Responsive Learning Techologies, Los Altos, CA, United States

After 25 years there is a new version of Littlefield! Littlefield is a competitive online simulation of either a factory or a medical laboratory
that has been by more than half a million students in 500+ universities in 60+ countries to excite and engage students in operations
management topics like process analysis and inventory control. This presentation will introduce a newly updated version 2 of the game that
was released this past summer. Participants are encouraged but not required to bring a laptop. This content is most relevant to: Executive
(Senior Level); Professional (Mid-Career); and Associate (Early Career).

Summit - 446
SAS Analytics

Invited Session
Exhibitor Workshop
Chair: Loraine Coleman, INFORMS, 5521 Research Park Dr Ste 200, Catonsville, MD, 21228, United States
1 - SAS Analytics

Yan Xu, SAS Institute, Cary, NC, United States, Rob Pratt, Laci Ladanyi, Bochuan Lyu
SAS offers extensive analytic capabilities, including machine learning, deep learning, natural language processing, statistical analysis,
optimization, and simulation. SAS analytic functionality is also available through the open, cloud-enabled design of SAS® Viya®. You can
program in SAS or in other languages — Python, Lua, Java, and R. SAS Analytics is equipped with Al-enabled automations and modern low-
code or no-code user interfaces that democratize data science usage in your organization and offer unparalleled speed to value. We will first
review the SAS analytics portfolio, then highlight recently added optimization features (including automated Benders decomposition and
support for Pyomo and PuLP), and finally explore several case studies in optimization. The content presented is most relevant to Associate
(Early Career); Professional (Mid-Career); and Executive (Senior Level).
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Sunday, October 20, 8:00 AM - 9:15 AM

SA01

Summit - 320
Healthcare Data Analytics

Invited Session

Service Science

Chair: Mohammad Fili, Oklahoma State University, Stillwater, OK, United States

1 - Improving Menu Selection in Assisted Living Facilities by Considering Residents' Behavior
Sadan Kulturel-Konak, Penn State Berks, Reading, PA, United States

The proportion of the US population residing in assisted living facilities is steadily rising. Often, elderly individuals in these facilities depend
solely on the meals provided to fulfill their nutritional requirements. Studies indicate that many seniors in assisted living have deficits in
several crucial macro- and micronutrients, alongside overconsumption of sodium, fat, cholesterol, and saturated fat relative to their age
demographic. This study is centered on devising nutritious menus for assisted living facilities while juggling multiple objectives and intricate
nutritional limitations. The proposed approach considers a range of factors in menu development, encompassing USDA healthy eating
guidelines, input from chefs based on their expertise and preferences, menu diversity, cost considerations, and the varying dietary needs and
preferences of residents. One significant advancement over prior research lies in integrating individuals' menu selection behaviors, thereby
enhancing the menus' practicality upon implementation and fostering a sense of autonomy among residents.

2 - Pain Quantification: A Novel Decision-Support System Benefitting from Multi-Attribute Decision-Making Techniques and Large
Language Models

Mohammad Alipour Vaezi, Virginia Tech, BLACKSBURG, VA, United States, Kwokleung Tsui, Huaiyang Zhong

Historically, various approaches have been employed for pain assessment. Nevertheless, none of the existing methodologies can capture the
comprehensive extent of the patient's pain due to their intrinsic limitations. In this research, for the first time in history, a novel approach is
introduced for pain quantification considering various aspects of pain gathered from different sources to determine the real pain level of the
patients suffering from acute or chronic pains. In this research, first, each pain assessment technique is reviewed, and its limitations are
identified. Then, a novel method is conducted by integrating two Multi-Attribute Decision-Making (MADM) Techniques (Bayesian Best-
Worst Method and Weighted aggregated sum product assessment) based on experts’ opinions. The experts in this study include both humans
(physicians) and artificial intelligence (Chat GPT 4 and Google Gemini). To validate the proposed method, it is applied to two different
groups of patients suffering from acute (group I) and chronic (group II) pain as a real-life case study. The results indicate the reliability of the
proposed approach for both groups. This research provides an interactive tool that can be helpful for every healthcare system in which
patients are suffering from acute or chronic pain.

3 - GANCQR: Estimating Prediction Intervals for Individual Treatment Effects with GANs
Jiaxing Wang, North Carolina State University, Raleigh, NC, United States, Hong Wan, Xi Chen

Evaluating individual treatment effects (ITE) poses challenges due to the lack of access to counterfactuals, especially when dealing with
biased data. Currently, there is a growing interest in harnessing the generative capabilities of Generative Neural Networks (GANs) and
Variational Autoencoders (VAEs) for ITE estimation. However, few methods effectively tackle uncertainty quantification of the estimated
ITE. In this work, we introduce GANCQR, a GAN-based conformal prediction approach aimed at providing prediction intervals of ITE with
acceptable coverage. Numerical evaluations on synthetic and semi-synthetic datasets underscore GANCQR's superiority in handling datasets
with selection bias compared to state-of-the-art methods.

SA02

Summit - 321
QSR Best Referred Paper

Award Session

Quality, Statistics and Reliability

Chair: Ashif Iquebal, Arizona State University, Tempe, AZ, United States

Co-Chair: Xiaochen Xian, University of Florida, Gainesville, FL, United States

Co-Chair: Mostafa Reisi, University of Florida, Gainesville, FL, United States

1-4DYNAMO: Analyzing and Optimizing Process Parameters in 4D Printing for Dynamic 3D Shape Morphing Accuracy
Michael Biehler, Georgia Institute of Technology, Atlanta, GA, United States, Daniel Lin, Reinaldo Mock, Jianjun Shi

Additive manufacturing (AM), commonly referred to as 3D printing, has undergone significant advancements, particularly in the realm of
stimuli-responsive 3D printable and programmable materials. This progress has led to the emergence of 4D printing, a fabrication technique
that integrates AM capabilities with intelligent materials, introducing dynamic functionality as the fourth dimension. Among the stimuli-
responsive materials, shape memory polymers have gained prominence, notably for their crucial applications in stress-absorbing components.
However, the exact 3D shape morphing of 4D printed products is affected by both the 3D printing conditions as well as the stimuli activation.
Hence it has been hard to precisely control the 3D shape morphing accuracy. To model and optimize the dynamic 3D evolution of the 4D
printed parts, we conducted both simulation studies and real-world experiments and introduced a novel machine-learning approach extending
the concept of normalizing flows. This method not only enables the process optimization of the dynamic 3D profile evolution by optimizing
the process conditions during 3D printing and stimuli activation but also provides interpretability for the intermediate shape morphing
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process. This research contributes to a deeper understanding of the nuanced interplay between process parameters and the dynamic 3D
transformation process in 4D printing.

2 - Multi-physics Guided Generative Diffusion Models with Manufacturing Applications
Naichen Shi, University of Michigan, Ann Arbor, MI, United States, Hao Yan, Shenghan Guo, Raed Al Kontar

coming soon

3 - Real-time Transfer Active Learning for Functional Regression and Prediction based on Multi-output Gaussian Process
Zengchenghao Xia, University of Iowa, Iowa City, IA, United States, Zhiyong Hu, Qingbo He, Chao Wang

Active learning provides guidance for the design and modeling of systems with highly expensive sampling costs. However, existing active
learning approaches suffer from cold-start concerns, where the performance is impaired due to the initial few experiments designed by active
learning. In this paper, we propose using transfer learning to solve the cold-start problem of functional regression by leveraging knowledge
from related and data-rich signals to achieve robust and superior performance, especially when only a few experiments are available in the
signal of interest. More specifically, we construct a multi-output Gaussian process (MGP) to model the between-signal functional
relationship. This MGP features unique innovations that distinguish the proposed transfer active learning from existing works: i) a specially
designed covariance structure for characterizing within-and between-signal inter-relationships and facilitating interpretable transfer learning,
and ii) an iterative Bayesian framework to update the parameters and prediction of the MGP in real-time, which significantly reduces the
computational load and facilitates the iterative active learning. The inter-relationship captured by this novel MGP is then fed into active
learning using the integrated mean-squared error (IMSE) as the objective. We provide theoretical justifications for this active learning
mechanism, which demonstrates the IMSE is monotonically decreasing as we gather more data. The real-time updating and the
monotonically decreasing objective together provide both practical efficiency and theoretical guarantees for solving the cold-start concern in
active learning. The proposed method is compared with benchmark methods through various numerical and real case studies, and the results
demonstrate the superiority of the method.

4 - Spatial In-Profile Monitoring via Latent Tensor-variate Gaussian Process with Mixed Effects
Peiyao Liu, Tsinghua University, Beijing, China, People's Republic of, Chen Zhang

Nowadays advanced sensing technology enables real-time data collection in two or higher-dimensional coordinate systems, known as spatial
profiles. These data have attracted significant efforts toward anomaly detection and quality control in manufacturing. However, most of the
existing monitoring methods face detection delays as they require complete profiles before implementation. To accommodate the sequential
nature of the data, Gaussian Process (GP) modeling offers a promising approach. Yet, the high-dimensional covariance matrix associated with
densely sampled spatial profiles pose challenges in estimation accuracy. Additionally, they often treat spatial locations as the GP inputs,
neglecting numerous latent factors involved in the generation of spatial profiles. This article proposes an in-profile monitoring (INPOM)
control chart for spatial profiles based on a latent tensor-variate GP with mixed effects (LTGP-ME) model. The random effects component is
constructed by a LTGP, which preserves the multiway structure of spatial profiles in the tensor domain while capturing underlying nonlinear
variations through latent factors. Fixed effects component can be further incorporated to capture the relationship between spatial profiles and
input variables. We develop an expectation maximization algorithm for parameter estimation, exploring model identifiability and
convergence properties. Based on the prediction errors of LTGP-ME, a Hotelling T/2 statistic is further constructed for INPOM. The
effectiveness and applicability of the proposed approach are demonstrated through extensive simulation studies and a real case study in
additive manufacturing.

SA03

Summit - 322

Knowledge Fusion for Modeling and Decision-making in Complex Systems
Invited Session
Quality, Statistics and Reliability
Chair: Shancong Mou, Georgia Institute of Tehnology/University of Minnesota Twin Cities, Minneapolis, MN, United States
1 - Local Transfer Gaussian Process for Surrogate Modeling of Expensive Computer Simulators
XINMING WANG, Peking University, Beijing, China, People's Republic of, John Miller, Jianguo Wu, Simon Mak

A critical bottleneck for scientific progress is the costly nature of computer simulations for complex systems. Surrogate models provide an
appealing solution: such models are trained on simulator evaluations, then used to emulate and quantify uncertainty on the expensive
simulator at unexplored inputs. In many applications, one often has available data on related systems. For example, in designing a new jet
turbine, there may be existing studies on turbines with similar configurations or geometries. A key question is how to transfer information
from such *“source" systems for effective surrogate training on the *“target" system. We thus propose a new LOcal transfer Learning Gaussian
Process (LOL-GP) model, which leverages a carefully-designed GP to transfer such information for surrogate modeling. The key novelty of
the LOL-GP is the use of a data-learned regularization model, which learns regions where transfer should be performed and where it should
be avoided. This *'local transfer" property is desirable in scientific systems: for certain parameters, the systems may behave similarly and thus
transfer is beneficial; for others, the systems may be considerably different and thus transfer is detrimental. In accounting for local transfer,
the LOL-GP can remedy an important limitation of “negative transfer" in existing transfer learning models, where the transfer of information
worsens predictive performance. We derive a Gibbs sampling algorithm for efficient posterior predictive sampling on the LOL-GP. We then
show, via a suite of numerical experiments and an application to jet turbine design, the improved surrogate performance of the LOL-GP over
the existing state-of-the-art.

2 - Uni-3Dad: Gan-Inversion Aided Universal 3D Anomaly Detection on Model-Free Products

Jiayu Liu, Rensselaer Polytechnic Institute, Troy, NY, United States, Shancong Mou, Yinan Wang
Anomaly detection is a long-standing challenge in manufacturing systems, which aims to identify the location of surface defects and critically
impact product quality. 3D point clouds have started to attract practitioners’ attention due to their robustness to environmental factors and
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capability of geometric representation. The existing 3D anomaly detection lies in two branches. One line of work directly compares the
scanned 3D point cloud with the design file, which assumes the design file is always available. However, there are many model-free products,
such as fresh produce (i.e., cookies, bagels, potatoes), dentures, etc. The other line of work is to compare the patches of scanned 3D point
clouds with a dictionary of normal patches. However, when detecting incomplete shapes of the target product (i.e., missing pieces of cookie
and denture), there is no representation of the missing regions in the collected 3D point cloud due to the nature of 3D scanning, which fails
the existing methods of identifying such type of anomaly. To resolve these two challenges, we proposed a unified, unsupervised 3D anomaly
detection framework for model-free products. Specifically, GAN-inversion is firstly adapted in the 3D anomaly detection to accurately
identify the missing regions. In addition, the One-class Support Vector Machine is tailored to fuse the detection results from feature-based and
GAN-inversion-based branches. The results demonstrated that (1) our proposed method receives comparable performance with the state-of-
the-art (SOTA) methods on detecting anomalies except for incomplete shapes and (2) it outperforms the SOTA methods on identifying
incomplete shapes.

3 - Classifying Phase Behavior of Soft Materials using Spectral Data
Xuerui Song, Virginia Tech, Blacksburg, VA, United States

Understanding soft material composition-phase-property relations is essential for predicting material processability and part quality, such as
for additive manufacturing and biomanufacturing applications using hydrogels. This work is driven by the challenge of predicting the
composition-phase-mechanical property relation data for hydrogels using spectral data generated by autonomous experimentation (AE)
workflows. While AE workflows can efficiently generate spectral data, the data quality and characteristics are material- and application-
dependent. We hypothesize that deep learning can help address the challenges of classifying spectral data that exhibit variance in signal-to-
noise ratio, sparsity, and class imbalance, which are common to practical experimental applications. Here, we examine the performance of a
one-dimensional Convolutional Neural Network (1D-CNN) for understanding and predicting the phase behavior of sustainable -
cyclodextrin (a-CD) hydrogels using impedance spectra data from piezoelectric cantilever sensors. Spectral data dimensionality was first
reduced using principal component analysis (PCA) followed by clustering algorithms, identifying the spectral data labels and class
distribution (i.e., solid, transition, or liquid states). The unsupervised learning studies indicated that a-CD hydrogels exhibited a third class
associated with a ‘transition’ region in the gel mechanical properties. Supervised learning with a 1D-CNN model outperformed traditional
non-deep methods with respect to prediction accuracy and precision. This work highlights the applicability and effectiveness of 1D-CNN
models to overcome challenges of classifying spectral data generated in practical sensing and AE-driven materials science and chemistry
applications and advances our understanding of the composition-phase-property behavior of a sustainable hydrogel

4 - Spatio-temporal modeling and its applications to extreme environmental processes
Guanzhou Wei, Georgia Institute of Technology, Atlanta, GA, United States, Xiao Liu

In this presentation, we showcase two wildfire applications using the advanced spatio-temporal models. In the first application, motivated by
the significant impacts of wildfire acrosols on solar energy production, we propose a physics-informed statistical modeling approach for
wildfire aerosol propagation using heterogeneous satellite remote sensing data streams. The model has successfully integrated multi-source
remote sensing data streams with the underlying physical advection-diffusion process and is able to handle the heterogeneity among multi-
source data streams (e.g., missing data, systematic biases, etc.). In the second application, to quantify the wildfire risks for the power delivery
infrastructures, we develop a new spatio-temporal point process model, known as the Convolutional Non-homogeneous Poisson Process
(cNHPP) on linear networks. This model incorporates both the topology of power delivery networks and the cumulative effects of real-time
environmental factors, surpassing the performance of conventional NHPP models.

5 - Multistage Net: Learning Continuous Multistage Manufacturing Processes of Liquid Products without Intermediate Qutput and
Lead Time Labels

Chiehyeon Lim, Ulsan National Institute of Science and Technology (UNIST), Ulsan, Korea, Republic of

Manufacturers have implemented the continuous multistage manufacturing processes (MMPs), in which raw materials are processed through
multiple stages without interruptions, based on efficiency and flexibility compared to discrete MMPs. While there are numerous methods of
using machine learning to estimate conditions and outputs of manufacturing processes, applying this approach to continuous MMPs of liquid
products is challenging for the following reasons: First, obtaining intermediate output labels is very difficult because the process is originally
designed to operate without interruptions. Second, determining lead times between stages is also difficult for liquid products, which are
mixed between stages during production. To address these challenges, we propose “Multistage Net,” a novel machine learning model
designed for continuous MMPs of liquid products. Multistage Net is composed of several “interstage blocks” organized in a hierarchical
structure within a “multistage module”, with these modules being stacked in the model. The interstage block captures sequential dependency
between previous and current stages without requiring intermediate output and concurrently explores lead-time relationship via attention and
gated mechanisms. The multistage module effectively learns the sequential nature of MMPs across all stages without requiring intermediate
outputs through interconnected interstage blocks. Validation studies on liquid sugar and lube base oil manufacturing with real-world datasets
demonstrate the superior performance of Multistage Net compared to existing models, showing its effectiveness in both production yield
forecasting and quality prediction tasks. Further analyses not only confirm the exclusive utilities of components within Multistage Net but
show it delivers impressive performance without need for lead time labels.

SA04

Summit - 323

Advanced Data Analytics for loT-Enabled Smart and Connected Systems
Invited Session

Quality, Statistics and Reliability

Chair: Xubo Yue, Northeastern University, Boston, MA, United States
Co-Chair: Seokhyun Chung, University of Virginia, Charlottesville, VA, 22903, United States
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1 - Federated Automatic Latent Variable Selection in Multi-output Gaussian Processes
Jingyi Gao, University of Virginia, Charlottesville, VA, United States, Seokhyun Chung

This paper explores a federated learning approach that automatically selects the only necessary number of latent processes in multi-output
Gaussian processes (MGPs). The MGP has seen great success as a transfer learning tool when data is generated from multiple
sources/units/entities. A common approach in MGPs to transfer knowledge across units involves gathering all data from each unit to a central
server and extracting common independent latent processes to express each unit as a linear combination of the shared latent patterns.
However, this approach poses key challenges in (i) determining the adequate number of latent processes and (ii) centralized learning which
leads to potential privacy risks and significant computational burdens on the central server. To address these issues, we propose a hierarchical
model that places spike-and-slab priors on the coefficients of each latent process. These priors help automatically select only needed latent
processes by shrinking the coefficients of unnecessary ones to zero. To facilitate federated inference, we propose a variational inference-based
approach, formulating model inference as an optimization problem compatible with federated learning algorithms. This approach allows units
to jointly select and infer the common latent processes without sharing their data. We also discuss an efficient learning approach for a new
unit within our proposed federated framework. Simulation and the case studies on Li-ion battery capacity degradation and air temperature
data demonstrate the advantageous features of our proposed approach.

2 - A General Second-Order Augmented Primal-Dual Framework for Distributed Optimization
Runxiong Wu, University of Wisconsin, Madison, Madison, WI, United States, Andi Wang

We develop a general second-order augmented primal-dual method for distributed optimization, specifically designed for problems where the
objective function is composed of a strongly convex twice differentiable term and a possibly non-differentiable convex regularizer. Our
approach leverages the proximal operator of the regularizer to transform the augmented Lagrangian of the dual problem into a novel minimax
optimization problem, making it highly suitable for distributed optimization algorithms. By incorporating a generalization of the Hessian, we
define second-order updates that enhance the convergence rates and solution quality. We demonstrate the efficiency and robustness of our
method, even when dealing with non-smooth regularizers such as the $\ell 1$ penalty. To improve practical applicability, we employ a line
search strategy to automatically tune the step sizes, which incurs no additional communication overhead. Extensive experiments on real
distributed datasets validate our framework, showing significant performance improvements over state-of-the-art methods. Our results
highlight the framework's ability to handle complex optimization problems efficiently, making it a valuable tool for researchers and
practitioners in distributed optimization.

3 - Domain-Informed Reinforcement Learning for Multi-Component Preventive Maintenance Planning under Economic Dependence
Jaesung Lee, Texas A&M University, College Station, TX, United States, Tatthapong Srikitrungruang, Salman Jahani

Many engineering systems consist of multiple components working simultaneously. These components undergo gradual and irreversible
degradation, leading to failure, at varying rates. Preventive maintenance is essential to mitigate these failures and reduce costs.

In multi-component systems, maintenance actions are economically interdependent, influenced by factors such as operational shutdowns and
shared labor, resulting in high setup costs.

Our goal is to identify an optimal preventive maintenance policy that minimizes total costs in multi-component systems with economic
dependence, where each component degrades stochastically at randomly varying speeds.

Preventive maintenance in multi-component systems is challenging, as the action space grows exponentially with the number of components,
further complicated by economic dependencies.

Existing decision-making methods, including deep reinforcement learning, fall short in addressing such challenges.

Naturally, most studies have considered a single or a few components in a system for maintenance planning.

To bridge this gap, we introduce a domain-informed reinforcement learning approach, integrating domain knowledge via a sparsity-enhanced
stochastic hierarchical policy and reward shaping with Bayesian degradation predictions.

Our carefully designed policy function successfully characterizes the sporadic nature of maintenance events.

Extensive numerical studies and a real-world case study on frying machines demonstrate the significant benefits and substantial cost savings
of our method.

SA0S5

Summit - 324
INFORMS JFIG Best Paper Competition I1

Award Session
Junior Faculty Interest Group
Chair: Albert Berahas, University of Michigan, Ann Arbor, MI, United States
1 - Incentivizing Resource Pooling
Chen Chen, New York University Shanghai, Shanghai, China, People's Republic of

Resource pooling improves system efficiency drastically in large stochastic systems, but its effective implementation in decentralized systems
remains relatively underexplored. This paper studies how to incentivize resource pooling when agents are self-interested, and their states are
private information. Our primary motivation is applications in the design of decentralized computing markets, among others. We study a
standard multi-server queueing model in which each server is associated with an M/M/1 queue and aims to minimize its time-average job
holding and processing costs. We design a simple token-based mechanism where servers can earn tokens by offering help and spend tokens to
request help from other servers, all in their self-interest. The mechanism induces a complex game among servers. We employ the fluid mean-
field equilibrium (FMFE) concept to analyze the system, combining mean-field approximation with fluid relaxation. This framework enables
us to derive a closed-form characterization of servers' FMFE strategies. We show that these FMFE strategies approximate well the servers'
rational behavior. We leverage this framework to optimize the design of the mechanism and present our main results: As the number of
servers increases, the proposed mechanism incentivizes \emph{complete} resource pooling---that is, the system dynamics and performance
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under our mechanism match those under centralized control. Finally, we show that our mechanism achieves the first-best performance even
when helping others incurs higher job processing costs and remains nearly optimal in settings with heterogeneous servers.

2 - Sample Complexity of Inventory Control with Setup Costs Beyond Plug-in Demand Estimation
Xiaoyu Fan, Stern School of Business, New York University, New York, NY, United States

We show in this work that a class of structured MDPs admits more efficient learning (i.e., lower sample complexity bounds) compared to the
best possible/known algorithms in generic RL. We focus on the MDPs describing the inventory control system with fixed ordering costs, a
fundamental problem in supply chains. We develop an algorithm applied to the inventory MDPs, which leads to strictly lower sample
complexity bounds compared to the optimal or best-known bounds recently obtained for the general MDPs. We improve on those *“best-
possible" bounds by carefully leveraging the structural properties of the inventory dynamics in various settings.

3 - Designing Payments Models for the Poor
Bhavani Shanker Uppari, Singapore Management University, Singapore, Singapore, Sasa Zorc

Several basic services, such as energy, clean water and cooking gas, are currently out of reach for millions of people living in poverty. There
has been an emergence of private firms that offer these services by, for example, selling solar home systems or clean cooking packages with
remote lockout capabilities. These firms deploy a pay-as-you-go model in which consumers are given the flexibility to manage the amount
and frequency of their payments based on their own erratic cash flows. However, because a firm under this model cannot observe how much
money the consumers have, they can pay less to the firm and turn their income to other needs. We employ an optimal contracting approach to
investigate the incentives that can mitigate such misuse of payment flexibility.

SA06

Summit - 325

Location Analysis for Electric Vehicle Charging
Invited Session
Location Analysis
Chair: Ibrahim Capar, University of North Carolina Wilmington, Bowling Green, OH, United States
1 - Improving Disadvantaged Communities by Locating EV Chargers
Ibrahim Capar, University of North Carolina Wilmington, Wilmington, NC, United States, Michael Lash, Ozgur Araz

In this research, we investigate some of the characteristics of disadvantaged communities defined by the “Justice 40” initiative. Justice 40 is a
US Federal Program to improve communities around the US by allocating forty percent of a certain Federal Investment. By analyzing
historical data, we explore the impact of setting up EV charging locations on disadvantaged communities. Finally, we formulate a
mathematical model to maximize EV coverage while selecting disadvantaged communities.

2 - Location-allocation problem with semi-discrete optimal transport
Nanshan Chen, The Ohio State University, Columbus, OH, United States, Cathy Xia, Guzin Bayraksan

Solving facility location-allocation problems in modern transportation settings can be computationally challenging when the demand is dense.
We formulate the allocation problem as a semi-discrete optimal transport (OT) problem under a continuous demand density. We then develop
a decomposition algorithm combined with Stochastic Gradient Descent (SGD) to solve the two-stage location-allocation problem. We
demonstrate the efficiency of our approach in the context of micro-transit services. The applications can be easily extended to EV charging
stations and E-Scooter rental stations.

3 - Integrating Intermediate and Destination Charging to Enhance Electrification for Lake Michigan Circuit Tourism Trips
Amirali Soltanpour, Michigan State University, East Lansing, M1, United States, Alireza Rostami, Mehrnaz Ghamami, Ali Zockaie

This study focuses on developing electric vehicle (EV) charging infrastructure within the Lake Michigan area, aiming to provide convenient
and efficient charging options, particularly for tourists. The primary objective is to devise an integrated, cost-effective, and convenient
charging network to enhance ecotourism within this region. To achieve this, a framework is proposed to integrate and optimize both Level-2
and Direct Current Fast Charging (DCFC) networks. The Level-2 network planning incorporated a 4-step modeling approach including
estimations of EV and energy demand, and charger allocation. Conversely, the DCFC network planning considers charging buffer ranges and
an algorithm for assigning EVs to charging stations, stochastic queuing delays, and realistic charging behavior for tourism purposes. The
Level-2 problem is solved using both mixed-integer linear programming and heuristic approaches, while the DCFC solution approach is
proposed based on simulated annealing, dynamic penalty methods, and two-stage decision-making techniques. The study explores intricate
trade-offs between capital investment and user costs, and reveals that budget constraints significantly affect infrastructure allocation and user
experience. The study suggests dedicating a minimum of 30% of the budget to the DCFC network to maintain an acceptable level of service.
An optimal allocation of 60% of the budget to Level-2 charging and 40% to DCFC can effectively meet energy demands and proves to be the
most cost-efficient configuration. Overall, the study offers actionable guidance for creating a resilient and user-focused charging
infrastructure in the Lake Michigan Circuit area, contributing to the region’s sustainable development and tourism industry growth.

4 - CAST: A Correlation-based clustering-Assisted Sparse auToregressive model based on Lasso
Muting Ma, University of Alabama, Tuscaloosa, AL, United States, Mesut Yavuz, Matthew Hudnall, Qin Wang

We address an electric vehicle (EV) adoption prediction model for charging station planning. Based on the Least Absolute Shrinkage and
Selection Operator (Lasso), the prediction model can accurately estimate future EV adoption at a core-based statistical area (CBSA)
granularity level. One of the predictors is the public charging station density (#/square miles). Given the historical density and the predicted
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EV adoption, future charging station planning can be advised. We test the spatial discrepancy between the expected station density and the
density of newly constructed ones in 2023.

5 - Optimizing Urban Infrastructure Planning for Electric Vehicles Considering Stochastic User Charging Behavior
Alireza Rostami, Michigan State University, East Lansing, M1, United States, Ali Azockaie, Mehrnaz Ghamami, Amirali Soltanpour

The rapid adoption of electric vehicles (EVs) presents a promising avenue for reducing fossil fuel dependency and mitigating the
environmental impacts of transportation systems. However, many major cities still lack adequate charging infrastructure to support the mass
adoption of EVs for urban trips. Existing research on charging infrastructure planning often oversimplifies user charging behavior by
assuming charging events occur only when a user’s state of charge drops below a minimum threshold, overlooking the complexities and
stochastic nature of user charging patterns. This study proposes an innovative approach to model the spatiotemporal decision-making of EV
users during public charging and assess its impact on optimal charging infrastructure configuration. Since urban travel is usually a part of trip
chains, EV users can have a wide range of options on where and when to charge their vehicles. This study considers dynamic factors such as
charging price, trip urgency, proximity to the station, and state of charge to influence users’ decision-making process. The study adopts a
solution approach based on simulated annealing to minimize charging station placement cost and EV users’ time and cost spent during public
charging. To model users’ daily activities, trip schedules, and traffic flows, this research adopts the agent-based transportation model of
POLARIS. The proposed framework is applied to the Chicago regional area network, considering various EV ownership and charging
behavior scenarios. The results of this study provide valuable guidance for policymakers in designing efficient charging infrastructure that
captures users’ charging behavior to support the widespread adoption of electric vehicles.

SA07

Summit - 327
Al in Healthcare and Medical Applications

Flash Session
Contributed
Chair: Tong Zhao, Shunde Building, Tsinghua University, Beijing 100084, 100084
1 - Robotic Sorting Systems: Robot Management and Layout Design Optimization
Tong Zhao, Tsinghua University, Beijing, China, People's Republic of, Xi Lin, Fang He, Hanwen Dai

In the contemporary logistics industry, automation plays a pivotal role in enhancing production efficiency and expanding industrial scale.
Autonomous mobile robots, in particular, have become integral to the modernization efforts in warehouses. One noteworthy application in
robotic warehousing is the robotic sorting system (RSS), distinguished by its characteristics such as cost-effectiveness, simplicity, scalability,
and adaptable throughput control. While previous research has focused on analyzing the efficiency of RSS, it often assumed an ideal robot
management system ignoring potential queuing delays by assuming constant travel times. This study relaxes this assumption and explores the
quantitative relationship between RSS configuration parameters and system throughput. We introduce a novel robot traffic management
method, named the rhythmic control for sorting scenario (RC-S), for RSS operations, equipped with an estimation formula establishing the
relationship between system performance and configurations. Simulations validate that RC-S reduces average service time by 10.3%
compared to the classical cooperative A* algorithm, while also improving throughput and runtime. Based on the performance analysis of RC-
S, we further develop a layout optimization model for RSS, considering RSS configuration, desired throughput, and costs, to minimize
expenses and determine the best layout. Numerical studies show that at lower throughput levels, facility costs dominate, while at higher
throughput levels, labor costs prevail. Additionally, due to traffic efficiency limitations, RSS is well-suited for small-scale operations like
end-of-supply-chain distribution centers.

2 - An Examination of Artificial Intelligence Technologies for Healthcare
Shuyu Lai, Westwood High School, Austin, TX, United States

By leveraging vast amounts of data and efficient learning methods, artificial intelligence (AI) equips machines with human-like intelligence
and problem-solving capabilities. Within the healthcare industry, Al presents unique opportunities to assist medical professionals in various
aspects, including interacting with patients, collecting information, interpreting medical images, diagnosing medical conditions, and
proposing treatment plans. This study delves into these roles, offering a comprehensive review of the latest Al applications and research in
healthcare. It demonstrates Al's potential to enhance both efficiency and quality in healthcare delivery, while also highlighting avenues for
further research and practical implementation.

3 - RecoCheC: Enhancing Employee Health with Personalized Check-Up Recommendations via Machine Learning

Siwapol Techaratsami, Carnegie Mellon University, Pittsburgh, PA, United States, Saranya Thongsawaeng, Jidapa Hanvoravongchai,
Napatsorn Thewaran, Piyawat Kantagowit, Krit Pongpirul

RecoCheC represents a breakthrough in personalized healthcare, leveraging advanced machine learning algorithms to optimize health check-
up recommendations based on historical health data. As healthcare costs continue to rise and the demand for personalized medical care
increases, RecoCheC offers a strategic, data-driven solution to enhance the effectiveness and efficiency of health assessments.

Utilizing a robust dataset collected from mobile health services over a six-year period (2016-2022), which includes 7,518 records of 3,198
individuals (average 3.4 follow-up years, age 39.3+9.6 years old, male 29.3%) across seven different business entities, RecoCheC integrates
demographic and biometric data with historical health outcomes. This innovative platform prioritizes health check-up items through the
Individual Historical Lab Score (IHLS), demonstrably outperforming traditional methods based solely on prevalence data or randomized
approaches.
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The efficacy of RecoCheC was rigorously tested using a Receiver Operating Characteristic (ROC) curve, achieving an impressive Area
Under the Curve (AUC) of 0.82. This performance significantly surpasses that of the prevalence model (AUC = 0.77) and the baseline model
(AUC = 0.50), underscoring RecoCheC's superior capability in tailoring health check-up schedules to individual needs, thereby potentially
reducing unnecessary procedures and focusing resources more effectively.

RecoCheC not only promises significant benefits for individual users but also offers substantial implications for healthcare policy by
suggesting a scalable model for reducing overall healthcare expenditures while improving outcomes. The platform's application extends
beyond individual health management to include optimizing corporate health strategies, marking a significant advance in the application of
machine learning in healthcare.

4 - Generalized Machine Learning Models for Forecasting Extended Length of Stay in Hospitals: Insights from Nationwide Data
Marzieh Amiri Shahbazi, RIT, Rochester, NY, United States, Nasibeh Azadeh Fard

In hospitals, the length of time patients stays (known as "length of stay" or LOS) is an important health outcome metric. LOS can help to
analyze the patient’s level of illness, healthcare resource usage, and hospital efficiency. Typically, hospitals categorize patients into cohorts
based on their illness or treatment to estimate how long they will stay. However, this method can make it difficult to accurately predict LOS
for everyone. Therefore, we aim to develop a new approach that can predict LOS effectively for all patients, regardless of their circumstances.
Using different machine learning techniques, we analyze a nationwide dataset with various patient information, such as age, demographics,
clinical characteristics, comorbidities, treatment procedures, and hospital-specific factors. By incorporating this information, our goal is to
develop and validate a generalized LOS prediction model.

5 - IVExplorer: Interactive Exploration of Causality within Causal Graphs
Ye Ji Chun, Seoul National University, Seoul, Korea, Republic of, Hyunwoo Park

The paper presents an [VExplorer, an interactive visualization system special-
ized for exploring the causal effect between a given dependent and independent
variable. Finding causal effects within a regression equation is an extremely
frequent as well as crucial task in many business, economic, and social analysis.
One of the most popularly used methods to investigate the causal effect be-
tween social variables is using an instrumental variable, which aims to capture
the causal effect that x has on y, is assumed to be related with y only through
the effect of the independent variable x and only aims to capture the effect x
has on y. However, according to Linear Structural Causal Models in the field

of causal inference, the causal effect that variable x has on y can be derived
through the regression coefficient equation depending on the causal graph of
the covariates. The IVExplorer allows the user to create various causal graphs
which generates a regression model that calculates the causal effect of variable
x on y given the causal graph. By incorporating the causal inference theory to
investigate causal effects in social or business analysis, we introduce an intuitive
and interactive interface to support decision making for social analytics.

SA08

Summit - 328
OR in Security & Defense I (Mission Support)

Invited Session

Military and Security

Chair: Paul Goethals, Department of Defense, Columbia, MD, United States

1 - Deep Ritz Method with Fourier Feature Mapping: a Deep Learning Approach for Solving Variational Models of Microstructure
Ensela Mema, Kean University, Union, NJ, United States, Ting Wang, Jaroslaw Knap

This work presents a novel approach that combines the Deep Ritz Method (DRM) with Fourier feature mapping to solve minimization
problems comprised of multi-well, non-convex energy potentials. These problems present computational challenges as they lack a global
minimum. Through an investigation of three benchmark problems in both 1D and 2D, we observe that DRM suffers from spectral bias
pathology, limiting its ability to learn solutions with high frequencies. To overcome this limitation, we modify the method by introducing
Fourier feature mapping. This modification involves applying a Fourier mapping to the input layer before it passes through the hidden and
output layers. Our results demonstrate that Fourier feature mapping enables DRM to generate high-frequency, multiscale solutions for the
benchmark problems in both 1D and 2D, offering a promising advancement in tackling complex non-convex energy minimization problems.
2 - Neural Network Cryptography

Lubjana Beshaj, Army Cyber Institute at West Point, West Point, NY, United States
A number of research papers have been published using the architecture of adversarial neural networks to prove that communication between
two neural nets based on synchronized input can be achieved, and without knowledge of this synchronized information these systems cannot
be breached. In this paper we will try to evaluate these adversarial neural net architectures when a third party gains access to a partial or noisy
secret key, has knowledge about a loss function or loss values, or activation functions used during the training of encryption layers. We
explore the cryptanalysis side of it in which we will focus on vulnerabilities a neural net-based cryptography network can face. This can be
used in the future to improve the current neural net-based cryptography architectures. In this paper we show that while the encryption key is
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necessary to decrypt the messages in a neural network domain, the adversarial neural networks can occasionally decrypt messages or raise a
concern which will require further training.

3 - Bayesian Networks for Predicting Cyber Actor Behaviors
Alicia Bridges, ITA International, LLC, Dayton, MD, United States, Dennis Buede, Charles Burdick

Imagine having a crystal ball to tell you what an adversary's next move might likely be, so that you could prepare to defend against those
possible actions. Far too many adversaries target unsuspecting organizations, businesses and other entities with vulnerabilities in their IT
networks and are successful at gaining access. Possibly, this is followed by exfiltration of data or worse, launching ransomware attacks that
bring their operations to a screeching halt. However, the exploits of many of the cyber actors can be studied as a pattern of behaviors (human
or otherwise) and modeled to identify the likely, often repeated steps employed. The ordered attack steps can be arranged into a Bayesian
network, which is a probabilistic model where the steps are nodes connected by edges that represent their conditional probabilities via a
directed acyclic graph. Through Bayesian network analysis, we can explore modeling the step-by-step patterns of attack behaviors of cyber
adversaries and use observed trends in real attacks as a proxy for the probability of those steps occurring and sometimes, given explicit
conditions. The steps themselves are represented by the tactics, techniques and procedures (TTPs) that adversaries perform. Through this type
of exploratory analysis, entities can use predictive analysis, following the principals of Bayesian analysis, to prepare for predicted cyber
behaviors and better defend their networks.

4 - Text Document Triage Using Semantic Embedding, Clustering and Topic Labeling
Kyle Bender, USAF, Baltimore, MD, United States

In this research, we delve into the exploration of advancements in the field of document semantic embedding and clustering techniques.
These techniques are pivotal in understanding and interpreting large volumes of data, particularly in the context of sentiment analysis. We
further investigate the role of topic labeling, a crucial component in the organization and categorization of data, which aids in the extraction
of meaningful insights. The application of these advanced techniques allows for the creation of a hierarchical, two-dimensional visual
representation, essentially a canvas that visually maps and organizes data. This visual representation serves as a powerful tool for efficient
data analytics, enabling quicker and more accurate interpretation of complex data sets. Our exploration is aimed at broadening the usage of
these techniques, with a particular focus on their application in military analysis.

5 - Resilience Measurement for Security Organizations
Paul Goethals, Department of Defense, Columbia, MD, United States

The study of organizational resilience brings with it a host of complexities in derivation, application, interpretation, and perhaps most of all,
measurement. The concept has grown significantly in popularity over the last 25 years. Achieving greater resilience is tied closely to
increased sustainability and durability; for defense-minded organizations, this translates to higher levels of survivability and adaptability, as
well as diminished degrees of risk. This work examines the problem of measuring organizational resilience either in quantitative or
qualitative terms through an investigation of various models in the literature. An argument is then presented for ‘why’ challenges exist in
establishing such measurement frameworks. Alternative methods for measuring organizational resilience are subsequently offered with
explanations on use and their interpretation. The observations and findings tied to this study may be used to further inform efforts in decision
analysis or metrics formulation where resilience is a primary attribute of interest.

SA09

Summit - 329
Selected Auctions & Market Design papers from the EC 2024 conference 111

Invited Session
Auctions and Market Design
Chair: Thodoris Lykouris, Massachusetts Institute of Technology, Cambridge, MA, United States
Co-Chair: Ali Makhdoumi, Duke University, Durham, NC, United States
Co-Chair: Pengyu Qian, Boston University, Boston, United States
1 - Optimal Stopping with Interdependent Values

Divyarthi Mohan, Boston University, Tel Aviv University, Boston, MA, United States
We study online selection problems in both the prophet and secretary settings, when arriving agents have interdependent values. In the
interdependent values model, introduced in the seminal work of Milgrom and Weber [1982], each agent has a private signal and the value of
an agent is a function of the signals held by all agents. Results in online selection crucially rely on some degree of independence of values,
which is conceptually at odds with the interdependent values model. For prophet and secretary models under the standard independent values
assumption, prior works provide constant factor approximations to the welfare. On the other hand, when agents have interdependent values,
prior works in Economics and Computer Science provide truthful mechanisms that obtain optimal and approximately optimal welfare under
certain assumptions on the valuation functions. We bring together these two important lines of work and provide the first constant factor
approximations for prophet and secretary problems with interdependent values. We consider both the algorithmic setting, where agents are

non-strategic (but have interdependent values), and the mechanism design setting with strategic agents. All our results are constructive and
use simple stopping rules.

2 - Pareto-Optimal Algorithms for Learning in Games
Eshwar Ram Arunachaleswaran, University of Pennsylvania, Philadelphia, PA, United States

We study the problem of characterizing optimal learning algorithms for playing repeated games against an adversary with unknown payoffs.
In this problem, the first player (the learner) commits to a learning algorithm against a second player (the optimizer), and the optimizer best-
responds by choosing the optimal-dynamic strategy for their payoff. Classic learning algorithms provide some counterfactual guarantees for
the learner, but might perform much more poorly than other learning algorithms against particular optimizer payoffs. In this paper, we
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introduce the notion of asymptotically Pareto-optimal learning algorithms. Intuitively, if a learning algorithm is Pareto-optimal, then there is
no other algorithm which performs asymptotically at least as well against all optimizers and performs strictly better (by at least $\Omega(T)$)
against some optimizer. We show that well-known no-regret algorithms such as Multiplicative Weights and Follow The Regularized Leader
are Pareto-dominated. However, while no-regret is not enough to ensure Pareto-optimality, we show that a strictly stronger property, no-swap-
regret, is a sufficient condition for Pareto-optimality. Proving these results requires us to address various technical-challenges specific to
repeated play, including the fact that there is no simple characterization othow optimizers who are rational in the long-term best-respond
against a learning algorithm over multiple rounds of play. To address this, we introduce the idea of the asymptotic menu of learning
algorithm: the convex closure of all correlated distributions over strategy profiles that are asymptotically implementable by an adversary.
Interestingly, we show that all no-swap-regret algorithms share the same asymptotic menu, implying that all no-swap-regret algorithms are
““strategically-equivalent".

3 - Efficient Prior-Free Mechanisms for No-Regret Agents
Natalie Collina, University of Pennsylvania, Philadelphia, PA, United States

We study a repeated Principal Agent problem between a long lived Principal and Agent pair in a prior free setting. In our setting, the sequence
of realized states of nature may be adversarially chosen, the Agent is non-myopic, and the Principal aims for a strong form of policy regret.
Following Camara, Hartline, and Johnson, we model the Agent's long-run behavior with behavioral assumptions that relax the common prior
assumption (for example, that the Agent has no swap regret). Within this framework, we revisit the mechanism proposed by Camara et al.,
which informally uses calibrated forecasts of the unknown states of nature in place of a common prior. We give two main improvements.
First, we give a mechanism that has an exponentially improved dependence (in terms of both running time and regret bounds) on the number
of distinct states of nature. To do this, we show that our mechanism does not require truly calibrated forecasts, but rather forecasts that are
unbiased subject to only a polynomially sized collection of events -- which can be produced with polynomial overhead. Second, in several
important special cases -- including the focal linear contracting setting -- we show howto remove strong " Alignment" assumptions by
specifically deploying "'stable" policies that do not have any near ties that are payoff relevant to the Principal. Taken together, our new
mechanism makes the compelling framework proposed by Camara et al. much more powerful, now able to be realized over polynomially
sized state spaces, and while requiring only mild assumptions on Agent behavior.

4 - Algorithmic Precision and Human Decision: A Study of Interactive Optimization for School Schedules
Arthur Delarue, Georgia Institute of Technology, Atlanta, GA, United States

In collaboration with the San Francisco Unified School District (SFUSD), this paper introduces an interactive optimization framework to
tackle complex school scheduling challenges. The choice of school start and end times is an optimization challenge, as schedules influence
the district's transportation system, and limiting the associated costs is a computationally difficult combinatorial problem. However, it is also
a policy challenge, as transportation costs are far from the only consequence of school schedule changes. Policymakers need time and
knowledge to balance these considerations and reach a consensus carefully; past implementations have failed because of policy issues despite
state-of-the-art optimization approaches. We first motivate our approach with a micro-foundation model of the interplay between
policymakers and researchers, arguing that limiting their dependency is key. Building on these insights, we propose a framework that includes
(1) a fast algorithm capable of solving the school schedule problem that compares favorably to the literature and (2) an interactive
optimization approach that leverages this speed to allow policymakers to explore a variety of solutions in a transparent and efficient way,
facilitating the policy decisionmaking process. The framework led to the first optimization-driven school start time changes in the US,
updating the schedule of all 133 schools in SFUSD in 2021 with annual transportation savings exceeding $5 million. A comprehensive survey
of approximately 27,000 parents and staff in 2022 provides evidence of the approach's effectiveness.

SA10

Summit - 330
Online Markets and Platforms

Invited Session
Auctions and Market Design
Chair: Rene Caldentey, The University of Chicago, Chicago
Co-Chair: Farbod Ekbatani, Chicago Booth School of Business, Chicago, IL, United States
1 - A Stochastic Growth Model for Online Platforms

Farbod Ekbatani, The University of Chicago, Chicago, IL, United States, Rene Caldentey
We propose a growth model of platforms operating as market markers in two-sided matching markets. The growth of these platforms, often
dubbed the “chicken and egg dilemma” in the literature, poses an inherent challenge; service providers find value in joining the platform due
to the presence of customers, while customers are drawn to the platform by the availability of diverse services. This endogenous network
effect influences the growth trajectory and propels emerging platforms towards “get big fast” strategies to rapidly achieve critical mass on
both sides. To address the limitation in the literature, we propose a dynamic model that explicitly accounts for the stochastic dynamics by
which a two-sided platform gradually grows over time. We model the platform as a Markovian system, with its state space defined by $s_tS$,
the number of active service providers at time $t$. Service providers join the platform according to a Poisson process with an intensity
$\mu(s_t)$, which is indirectly influenced by the compensation offered by the platform. Customers, on the other hand, are transitory and
arrive following a Poisson process with state-dependent intensity $\lambda(s_t)$ that captures consumers' preferences for larger platforms.
Under some mild conditions, we show that there are upper bounds on how fast and large the platform can grow. We also show that simple
compensation rules, such as uniform payments, fail to achieve this optimal expansion. Instead, an optimal compensation mechanism must
take into account the ** {\em seniority}" of each individual active server, as measured by the time they joined the platform.

2 - Signaling Competition In Two-Sided Markets
Yuri Fonseca, Columbia University, New York, NY, United States, Omar Besbes, Ilan Lobel, Fanyin Zheng
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We consider decentralized platforms facilitating many-to-many matches between two sides of a marketplace. In the absence of direct
matching, inefficiency in market outcomes can easily arise. For instance, popular supply agents may garner many units from the demand side,
while other supply units may not receive any match. A central question for the platform is how to manage congestion and improve market
outcomes. We study the impact of a detail-free lever: the disclosure of information to agents on current competition levels. Disclosing
competition reduces the perceived value of popular units, but, at the same time, it can help agents on the other side better elect across options.
How large are such effects, and how do they affect overall market outcomes? We answer this question empirically. We partner with the largest
service marketplace in Latin America, which sells non-exclusive labor market leads to workers. We propose a structural model which allows
workers to internalize competition at the lead level and captures the equilibrium effect of such reaction to competition at the platform level.
We estimate the model by leveraging agents' exogenous arrival times and a change in the platform's pricing policy. Using the estimated
model, we conduct counterfactual analyses to study the impact of signaling competition on workers' lead purchasing decisions, the platform's
revenue, and the expected number of matches. We find that signaling competition is a powerful lever for the platform to reduce congestion,
redirecting demand, and ultimately improving the expected number of matches for the markets we analyze.

3 - Feature-Based Dynamic Matching
Akshit Kumar, Columbia Business School, New York, NY, United States, Yilun Chen, Yash Kanoria, Wenxin Zhang

Motivated by matching platforms that match agents in a centralized manner, we study dynamic two-sided matching in a setting where both
customers (demand) and service providers (supply) are heterogeneous and the pool of service providers is limited. We model heterogeneity
on the two sides of the market by demand weight vectors drawn i.i.d. from some distribution, and supply feature vectors drawn i.i.d. from a
(possibly) different distribution. The matching of a demand-supply pair generates a matching value that depends on their weight and feature
vectors. We adopt a notion of regret, specifically the additive loss relative to the value (per match) achievable in the continuum limit, as our
performance metric for matching policies. Simple myopic policies suffer non-vanishing regret in large markets. We propose a forward-
looking supply-aware policy dubbed Simulate-Optimize-Assign-Repeat (SOAR) which balances between producing high match value for the
current match and preserving valuable supply for future customers. We prove that SOAR achieves the optimal regret scaling under different
assumptions on the demand and supply distributions. En-route to proving our guarantees we develop a novel framework for analyzing the
performance of our SOAR policy which may be of broader interest. As a corollary of our techniques, we also resolve an open problem posed
in Kanoria 2022.

4 - Optimal Design of Recommended Donations
Francisco Castro, UCLA Anderson School of Management, Los Angeles, CA, United States, Scott Rodilitz

Nonprofit fundraising websites often display a set of recommended donation amounts, allowing prospective donors to effortlessly select an
amount from this menu of recommendations instead of manually inputting their ideal donation. Although this strategy is effective at shaping
behavior, it can also backfire: recommended amounts attract donors with both lower and higher ideal donations, potentially leading to a net
decrease in revenue. To address this challenge, we present a comprehensive framework for designing a menu of recommendations to
maximize fundraising revenue in the presence of heterogeneous donors. Our analysis reveals the limitations of a greedy approach. Instead, we
design an algorithm based on dynamic programming principles that efficiently finds an optimal menu. Additionally, we shed light on the
value of information by comparing against a benchmark that knows the largest amount that each donor would select. If the nonprofit has
information about each donor’s ideal donation, it can obtain a constant-factor guarantee with respect to this full-information benchmark. If
the nonprofit only has distributional information, we characterize how the guarantee depends on donor heterogeneity and the size of the
menu. Our results highlight the value of market segmentation as well as the potential advantages of larger menus. As a case study, we apply
our end-to-end methodology to experimental data from Altmann et al 2019. Our counterfactual analysis suggests that the optimal menu would
increase revenue by more than 3%.

SA11

Summit - 331
Statistical Network Analysis and Applications

Invited Session
Telecommunications and Network Analytics
Chair: Jin-Zhu Yu, UT Arlington, Arlington, TX, United States
1 - Forest Expression of Networks
Yipeng Wang, University of Florida, 32608, FL, United States, Peihua Qiu

Complex networks, showing hierarchical relationships and the sparse structures between
nodes, are ubiquitous in social and physical science. A common question in many studies is
to visualize or analyze the network hierarchy. Currently, this is addressed by limited analytical
tools, usually using ego networks or designed features to depict the network structures. For

a network, we present a novel method to express connected components as trees. Thus, the
network can be viewed as the forest. The 3D visualization and features based on a forest
expression provide insights into network structures. Furthermore, both the 3D visualization
and extracted features are compared to identify structural changes between two networks.
For a dynamic network, we achieve the scalable overview by using pixel-based visualizations
of the chosen features. In various cases considered, numerical studies show that proposed
graphical and analytical tools are effective and flexible for network analysis.

2 - Network Clustering and Machine Learning for Predicting Bacterial Protein Functions

Mishkatur Rahman , North Dakota State University, Fargo, ND, United States, Harun Pirim, Hasan Tekedar, Larry Hanson, Matt
Griffin
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Understanding the complex network of protein interactions is key to uncovering cellular functions and genetic foundations. This study
introduces a thorough approach that includes bacterial protein network clustering leveraging functional similarity and a predictive machine
learning model to identify the functions of bacterial proteins. The methodology centers around developing mixed integer linear programming
(MILP) clustering model to reveal groups of proteins that interact with each other by maximizing their functional similarity within the cluster.
The parameters of the MILP model are predicted using node embeddings from protein-protein interaction network for a bacterial protein
generated from STRING database. Validation through gene sequence alignment further demonstrated the effectiveness of the functional
similarity-based MILP clustering method, revealing a notable increase in the homogeneity of gene sequences within clusters. In parallel, a
predictive model is developed to determine the molecular function of bacterial proteins. This model extracts features from protein sequences,
annotations, motifs, and physicochemical properties to accurately predict associated GO terms. By employing advanced machine learning
techniques, the model optimizes the accuracy of protein function predictions for newly characterized bacterial proteins. The integration of
network clustering and predictive modeling creates a strong foundation for investigating gene functionalities and predicting protein functions
in bacterial systems, thus advancing the field of bioinformatics and providing valuable insights for genetic research and molecular biology.
This study highlights the importance of computational methods in understanding the complex relationships and functionalities within genetic
networks.

3 - Machine Learning and Network Analysis to Predict Hypothetical Protein Functions of Aeromonas hydrophila
Zaidur Rahman, University of Arkansas, Fayetteville, AR, United States

Aeromonas hydrophila, antibiotic resistant gram negative bacteria, is a major fish pathogen. Moreover, A. hydrophila is considered to cause
13% of gastroenteritis cases in the United States. Therefore, it is important to identify groups of proteins that are effective in antibiotic
resistance and causing mortality in aquaculture. We train machine learning models on existing A. hydrophila genomes to predict functions of
83 carefully filtered hypothetical proteins. Network analysis is conducted to cluster these proteins based on their similarities. Both ML and
network analysis inform about possible roles of these proteins in antibiotic resistance and fish mortality.

SA12
Summit - 332
Supply Chain and Inventory Optimization

Flash Session
Contributed
Chair: xiaona zhang, Harbin Engineering University, Harbin, N/A

1 - Control and Enforcement in a Public Sector Direct Delivery Supply Chain, Considering Horizontal Interaction and Supply
Disruption
Matan Shnaiderman, Bar-Ilan University, Ramat-Gan, Israel, Liron Ben-Baruch

Our research deals with Direct Vendor Delivery Supply Chains - common in public and government sector organizations and agencies, such
as hospitals, universities and public offices. We consider multiple retailers/facilities and the possibility of limited supply available to a
supplier, and we consider behavioral operations factors affecting a supply chain member's performance and decisions. The retailers cannot
directly enact sanctions on the supplier and need to persuade the purchasing department's representative to penalize the supplier, due to
contract breaches, by investing time in enforcement efforts. We review different scenarios, featuring supply disruptions, different inventory
allocation methods, and different attentiveness levels of the organization's purchasing department representative to the retailers' enforcement
efforts against the supplier. When the supplier has a limited amount of inventory available for retailers, informing the retailers about the
expected shortage and the chosen inventory allocation method enables them to prepare for the shortage and set the optimal values in their
decision parameters. Competition between the retailers may create horizontal competition in the supply chain, which benefits the supplier but
creates excess costs for the retailers. On the other hand, cooperation between retailers allows reducing inventory costs and lowering the risk
of shortages among retailers. The collaboration includes determining a centralized strategy for the level of each retailer's safety stock order,
and a plan for stock sharing between the retailers. Cooperation between retailers lowers the risk of shortages and improves the profitability of
the retailers, usually at the expense of the supplier.

2 - Incentives on Green Supply Chain considering Product Design and Channel Encroachment
lin li, Beijing Jiaotong University, Beijing, China, People's Republic of

We consider the problem of determining the online channel encroachment decision and the product's greenness level of the manufacturer
when the retailer can adopt different product incentive contracts. Both for the encroachment and non-encroachment setting, we formulate a
green dual-channel supply chain composed of a manufacturer and a retailer. We find that for manufacturers, when the online channel's
invasion cost is small and the green technology cost coefficient is large, or when the invasion cost is large and the green technology cost
coefficient is moderate, the retailer adopting green reinvestment strategy and the manufacturer entering the online channel dominates. When
the invasion cost is large or the green technology cost coefficient is small, the retailer adopting green reinvestment strategy and the
manufacturer no entering the online channel dominates. When the invasion cost is moderate and the green technology cost coefficient is large,
the retailer adopting wholesale price strategy or cost-sharing strategy and the manufacturer entering the online channel dominates. When both
the invasion cost and the cost coefficient are small, the retailer adopting wholesale price strategy and the manufacturer entering the online
channel dominates. For the retailer, if the manufacturer decides not to enter the online channel and the green technology cost coefficient is
small or large, the retailer benefits the most from green reinvestment strategy. Conversely, the retailer benefits the most from cost-sharing
strategy.

3 - Distributionally Robust Optimization for Overseas Warehouse Location Problem under Decision-Dependent Demand Uncertainty
xiaona zhang, Harbin Engineering University, Harbin, China, People's Republic of
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In global supply chain management, the decision-making process for the location of overseas warehouses plays a crucial role in enhancing
logistical efficiency, optimizing costs, and improving customer satisfaction. However, the uncertainty of market demand and its interaction
with the decision-making process for warehouse location present challenges to the site selection issue.This paper constructs a decision-
dependent demand ambiguity set based on moment information, interpreting the demand moments as a function of the location decision, and
proposes a distributionally robust optimization model under decision-dependent demand uncertainty.To solve this model, the paper employs
robust counterpart theory, transforming the complex distributionally robust optimization problem into a mixed-integer linear programming
problem, thereby simplifying the solution process and enhancing solution efficiency. Through extensive computational studies, we have found
that the method proposed in this paper exhibits outstanding performance in uncertain environments. Not only can it enhance the overall
benefits and service quality of the supply chain, but it also provides decision support for the rational layout of overseas warehouses under
uncertain conditions.

SA13

Summit - 333
Intelligent Transportation Systems

Flash Session

Flash

Chair: Tristan Ford

1 - Real-time driver behavior monitoring using the integration of transfer learning and Extended Reality
Amirarash Kashef, Mississippi State University, Starkville, MS, United States, Junfeng Ma

According to the World Health Organization (WHO) about 1.19 million individuals lose their lives annually due to road traffic accidents,
while between 20 and 50 million others sustain non-lethal injuries, often resulting in disabilities. In fact, one of the main reasons is distracted
drivers and the distraction caused by mobile phones is a growing concern for road safety. In this study, we have made use of the image-based
distracted driver dataset V2 with 44 different drivers in 10 different classes. The data used is in RGB format and belongs only from the side-
view camera that captured the driver’s body. Additionally, we have extended the dataset by adding a class for drowsy drivers which statistics
show an estimated 17.6 percent of fatal car crashes between 2017 and 2021 involve a drowsy driver. Transfer learning was then implemented
on the dataset for classification purposes. Our proposed Deep Convolutional Neural Network (DCNN) model which is based on MobileNet
has shown %93.60 accuracy and 0.94 F1-score. Subsequently, the trained Al model is then installed on Extended Reality (XR) device through
a series of procedures to enable real-time driver behavior monitoring.

2 - Go Smart and Green: A Sustainable Traffic Management Framework Utilizing Vehicle Energy Consumption and Emission
Patterns

Sudenaz Ozvural, Drexel University, Philadelphia, PA, United States, Liang Zhang, Shiyi Zhang

The increasing number of vehicles on roads has reduced mobility, increased energy consumption, and emphasized environmental concerns.
Especially in congested urban areas, vehicles tend to consume more gasoline and emit higher levels of pollutants. In this research, we
introduce a traffic signal control system that utilizes vehicle energy consumption and emission data. Our primary objective is effectively
balance and reduce vehicle energy consumption and emissions at signalized intersections while ensuring equitable allocation of resources
(such as green time and "travel credits") among different vehicle types. Specifically, the system collects vehicle energy consumption and
emission data through sensors installed on vehicles, which transfer this information to the control center as the input. The control center
outputs signal timing plans based on resource allocation algorithms. Additionally, fairness indices are established for various vehicle types
(including trucks, regular vehicles, and electric vehicles). Each vehicle is allocated "travel credits" for future use. Simulation experiments
have demonstrated that our proposed method can significantly reduce both energy consumption and emissions simultaneously.

3 - Preventing Pedestrian Road Fatalities on Indian Reservations
Bukola Bakare, Middle Tennessee State University, Murfreesboro, TN, United States, Chris Bic Byaruhanga

Due to cultural, economic, and historic factors, American Indians tend to walk to their destinations more frequently than other populations in
the United States. They also have a very high rate of pedestrian deaths due to crashes involving motor vehicles. Contributing factors in these
crashes include limited sight zones, alcohol consumption, lack of sidewalks, and uncontrolled intersections. This research investigates crashes
on American Indian lands and in other rural locations to provide insight into how to curtail future pedestrian injuries in tribal communities.
We utilized National Highway Traffic Safety Administration (NHTSA) and the Bureau of Indian Affairs (BIA) data from the years 2016 to
2020. Descriptive analysis of crash records is used in a diagnostic process to distinguish elements associated with motor vehicle crashes
involving pedestrians on tribal lands and those who are indigenous. The pedestrian-involved crashes will be compared to similar incidents on
other roads, to distinguish significant differences in the driver involved, vehicle, environment, and roadway elements. Gaining a better
understanding of the circumstances surrounding pedestrian/vehicle crashes on American Indian lands will help decision makers to select the
most appropriate, evidence-based solutions to these incidents.

4 - Location-Allocation of Emergency Service Systems in Light Traffic: Application to Lift-Trap Rescue

Xin Wang, National University of Singapore, Singapore, Singapore, Weiliang Liu, Zhisheng Ye
This work addresses location-allocation challenges in emergency service systems (ESSs) under light traffic conditions. Typically, assessing
ESS performance relies on response time metrics, complicated by the distribution of queued calls. We tackle this complexity by analyzing
spatial queues as arrival rates approach zero, yielding simple performance expressions. Leveraging these insights, we formulate tractable

optimization models for ESS location-allocation, demonstrating significant improvements over benchmark approaches. Real-world
application in Singapore's lift-trap rescue highlights a circa 60% reduction in annual penalized incidents compared to the status quo.

5 - ARobust Time-dependent Green Location-Routing Problem with Time Windows
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Seyedehsaba Siadati, Eindhoven University of Technology, Eindhoven, Netherlands, Virginie Lurkin, Mehrdad Mohammadi, Tom Van
Woensel

This study addresses the dynamic challenges of urban transportation in logistics caused by time-varying traffic congestion, introducing the
Robust Time-Dependent Green Location-Routing Problem with Time Windows (R-TDGLRP-TW). A key innovation is incorporating a time-
dependent speed function, strategically capturing the nuanced dynamics of urban transportation. Additionally, the inherent uncertainty in
travel speed (time), which significantly impacts the system’sperformance, is considered in a robust optimization context.

The R-TDGLRP-TW optimizes hubs, vehicle routes, and delivery schedules, minimizing economic and environmental costs. To tackle this,
we develop a mixed-integer linear programming model for R-TDGLRP-TW, incorporating the linearization of dynamic programming
recursive equations proposed in the literature into a deterministic formulation. A matheuristic solution algorithm is then used to solve large-
scale instances efficiently within a reasonable computation time. Our focus on the dynamic aspects of urban transportation aims to efficiently
provide practical insights, helping service providers navigate the complex trade-offs encountered in logistics planning.

6 - Delay management in transit vehicle scheduling

Tristan Ford, University of British Columbia, Vancouver, BC, Canada, Julia Yan, Amy Kim
Disruptions from congestion, construction, and weather are a major source of primary delay in public transit networks. These delays may then
propagate along a vehicle’s schedule if there is not sufficient buffer time to absorb delay. In this work, we model a vehicle scheduling

problem with propagated delay, using stochastic optimization to minimize operating costs while being robust to propagated delay. We analyze
a small network in British Columbia, Canada to highlight best practices and guidelines for transit agencies in managing delay.

SA14
Summit - 334

Financial Engineering and FinTech
Invited Session
Finance
Chair: Steven Kou, Boston University, Boston, MA, 02215, United States
1 - Equilibrium Dividend and Capital Policy Under TIME-Inconsistent Preferences

SANG HU, The Chinese University of Hong Kong, Shenzhen, Shenzhen, China, People's Republic of
This study investigates the dividend payment and capital injection problem under time-inconsistent preferences. The objective of
shareholders is to maximize expected total discounted dividends, while the capital injection with cost is to reduce the likelihood of the
insurance company being bankruptcy. The problem is time-inconsistent with non-exponential discounting and we employ the definition of
weak equilibrium in stochastic control to be the equilibrium strategy. The extended system of HIB equations are established for general non-
exponential discounting. We also consider the pseudo-exponential discounting as an example and derive the analytical treatment.
2 - Inverse Leverage Effect for Cryptocurrencies and Meme Stocks: A Comprehensive Framework

Steven Kou, Boston University, Boston, MA, United States

Although the leverage effect, i.c., a negative correlation between the return and volatility, and the inverse leverage effect have been suggested
for equities and commodities, respectively, the existing studies suffer from an endogeneity problem because they only model one asset. By
using a comprehensive multivariate model with jumps and heavy tail distribution for both an equity index and the asset, we find inverse and
threshold inverse leverage effects for cryptocurrencies and meme stocks. Network effects cannot explain this finding. To handle over 18,000
latent variables in the model, a particle Gibbs with an ancestor sampling algorithm is extended to estimate parameters efficiently.

3 - Price Discovery on Decentralized Exchanges

Agostino Capponi, Columbia University, New York, NY, United States, RUIZHE JIA, Shihao Yu
How would informed traders trade if they have to publicly compete for execution? Decentralized exchanges (DEXs) provide an ideal
laboratory to answer this question, as they require traders to publicly submit fees to prioritize their orders. We provide empirical evidence that
informed traders do not bid low fees to hide their trading intentions. Rather, they publicly bid high fees to signal their information, even if
private bidding is an option. Using a unique dataset of Ethereum mempool orders, we show that informed traders do so by employing a “jump
bidding” strategy, where they place high initial bids to deter potential competitors.
4 - Asset Pricing with A-Maxmim Expected Utility Model

Xuedong He, The Chinese University of Hong Kong, Shatin, Hong Kong, Jiacheng Fan, Ruocheng Wu
We study an asset pricing problem in which a representative agent trades a risky stock, a risk-free asset, and human capital to maximize her
preference value of consumption represented by the a-maxmin expected utility model. This preference model is known to lead to time
inconsistency, so we consider intra-personal equilibrium for the representative agent and define the market equilibrium to the set of asset
prices under which the intra-personal equilibrium strategy clears the market. We prove that there exists a unique market equilibrium and the
asset prices are determined by the solution to a second-order ordinary differential equation. Finally, we conduct comparative statics to study
the effect of the agent's ambiguity attitude on the asset prices.

SA1S
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Deep Reinforcement Learning for Solving Inventory and Supply Chain Problems
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Revenue Management and Pricing
Chair: Linwei Xin, Booth School of Business, University of Chicago, Chicago, IL, United States
1 - Vc Theory for Inventory Policies
Yaqi Xie, University of Chicago, Chicago, IL, United States, Will Ma, Linwei Xin

Advances in computational power and Al have increased interest in reinforcement learning approaches to inventory management. This paper
provides a theoretical foundation for these approaches and investigates the benefits of restricting to policy structures that are well-established
by decades of inventory theory. We prove generalization guarantees for learning several well-known classes of inventory policies, including
base-stock and (s, S) policies, by leveraging the celebrated Vapnik-Chervonenkis (VC) theory. We apply the concepts of the Pseudo-
dimension and Fat-shattering dimension from VC theory to determine the generalizability of inventory policies. We focus on a classical
setting without contexts, but allow for an arbitrary distribution over demand sequences and do not make any assumptions such as
independence over time. We corroborate our supervised learning results using numerical simulations.

Managerially, our theory and simulations translate to the following insights. First, there is a principle of “learning less is more” in inventory
management: depending on the amount of data available, it may be beneficial to restrict oneself to a simpler, albeit suboptimal, class of
inventory policies to minimize overfitting errors. Second, the number of parameters in a policy class may not be the correct measure of
overfitting error: the class of policies defined by T time-varying base-stock levels exhibits a generalization error comparable to that of the
two-parameter (s, S) policy class. Finally, our research suggests situations where it could be beneficial to incorporate the concepts of base-
stock and inventory position into black-box learning machines, instead of having these machines directly learn the order quantity actions.

2 - Learning An Inventory Control Policy with General Inventory Arrival Dynamics

Sohrab Andaz, Amazon, New York, NY, United States, Carson Eisenach, Dhruv Madeka, Kari Torkkola, Randy Jia, Dean Foster, Sham
Kakade

In this work, we address the problem of learning and backtesting inventory control policies in the presence of general arrival dynamics, which
we term as a quantity-over-time arrivals model (QOT). We also allow for order quantities to be modified as a post-processing step to meet
vendor constraints such as order minimum and batch size constraints, a common practice in real supply chains. Building upon recent work,
we similarly formulate the periodic review inventory control problem as an exogenous decision process, where most of the state is outside the
control of the agent. Madeka et al. (2022) show how one can construct a simulator that replays historic data to solve problems in this setting
via deep reinforcement learning. In our case, we incorporate a deep generative model for the arrivals process as part of the history replay. By
formulating the problem as an exogenous decision process, we can apply results from Madeka et al. (2022) to obtain a reduction to supervised
learning. Via simulation studies, we show that this approach yields statistically significant improvements in profitability over production
baselines. Using data from a real-world A/B test, we show that Gen-QOT generalizes well to off-policy data and that the resulting buying
policy outperforms traditional inventory management systems in real-world settings.

3 - Neural Inventory Control in Networks via Hindsight Differentiable Policy Optimization
Matias Alvo, Columbia University, New York, NY, United States, Daniel Russo, Yash Kanoria

We argue that inventory management presents unique opportunities for reliably applying and evaluating deep reinforcement learning (DRL).
Toward reliable application, we emphasize and test two techniques. The first is Hindsight Differentiable Policy Optimization (HDPO), which
performs stochastic gradient descent to optimize policy performance while avoiding the need to repeatedly deploy randomized policies in the
environment—as is common with generic policy gradient methods. Our second technique involves aligning policy (neural) network
architectures with the structure of the inventory network. Specifically, we focus on a network with a single warehouse that consolidates
inventory from external suppliers, holds it, and then distributes it to many stores as needed. In this setting, we introduce the symmetry-aware
policy network architecture. We motivate this architecture by establishing an asymptotic performance guarantee and empirically demonstrate
its ability to reduce the amount of data needed to uncover strong policies. Toward rigorous evaluation, we create and share new benchmark
problems, divided into two categories. One type focuses on problems with hidden structures that allow us to compute or bound the cost of the
true optimal policy. Across four problems of this type, we find HDPO consistently attains near-optimal performance, handling up to 60-
dimensional raw state vectors effectively. The other type of evaluation involves constructing a test problem using real time series data from a
large retailer, where the optimum is poorly understood. Here, we find HDPO methods meaningfully outperform a variety of generalized
newsvendor heuristics. Our code can be found at https://github.com/MatiasAlvo/Neural inventory control.

4 - Massive Speedups for Policy Simulation in Supply Chain Reinforcement Learning

Aryan Khojandi, Massachusetts Institute of Technology, Cambridge, MA, United States, Joren Gijsbrechts, Vivek Farias, Tianyi Peng,
Andrew Zheng

Simulating a single trajectory of a dynamical system under some state-dependent policy is a core bottleneck in policy optimization (PO)
algorithms. The many inherently serial policy evaluations that must be performed in a single simulation constitute the bulk of this bottleneck.
To wit, in applying PO to supply chain optimization (SCO) problems, e.g. in inventory-management settings, simulating a single month of a
supply chain can take several hours. We present an iterative algorithm for policy simulation, which we dub Picard Iteration. This scheme
carefully assigns policy-evaluation tasks to independent processes. Within an iteration a single process evaluates the policy only on its
assigned tasks while assuming a certain 'cached' evaluation for other tasks; the cache is updated at the end of the iteration. Implemented on
GPUs, this scheme admits batched evaluation of the policy on a single trajectory. We prove that the structure afforded by many SCO
problems allows convergence in a small number of iterations independent of the horizon. We demonstrate practical speedups of 400x on
large-scale SCO problems using a single GPU, and also demonstrate practical efficacy in other RL environments.

SA16
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Efficient Learning Methods and Revenue Management Applications

Invited Session

Revenue Management and Pricing

Chair: Heng Zhang, Arizona State University, Tempe, AZ, United States

Co-Chair: Mengxin Wang, The University of Texas at Dallas, Richardson, TX, United States

1 - Deep-Learning-Based Causal Inference for Large-Scale Combinatorial Experiments: Theory and Empirical Evidence
Heng Zhang, Arizona State University, Tempe, AZ, United States, Zikun Ye, Zhiqi Zhang, Dennis J. Zhang, Renyu Zhang

Large-scale online platforms conduct numerous A/B tests daily, but not all treatment combinations are tested, posing challenges in estimating
causal effects and identifying optimal combinations. We introduce debiased deep learning (DeDL), a framework that combines deep learning
with doubly robust estimation to estimate the causal effects of unobserved treatment combinations using limited data. DeDL provides
efficient, consistent, and asymptotically normal estimators. We validated the framework through collaboration with a video-sharing platform.
DeDL outperformed benchmarks in estimating ATEs and identifying the optimal combination.

2 - Decoupling Learning and Decision-Making: Breaking the O(\sqrt{T}) Barrier in Online Resource Allocation with First-Order
Methods

Chunlin Sun, Stanford University, Stanford, CA, United States, Wenzhi Gao, Chenyu Xue, Dongdong Ge, Yinyu Ye

Online linear programming plays an important role in both revenue management and resource allocation, and recent research has focused on
developing efficient first-order online learning algorithms. Despite the empirical success of first-order methods, they typically achieve a
regret no better than $\mathcal {O} (\sqrt{T})$, which is suboptimal compared to the $\mathcal {O}(\log T)$ bound guaranteed by the state-of-
the-art linear programming (LP)-based online algorithms. This paper establishes several important facts about online linear programming,
which unveils the challenges for first-order-method-based online algorithms to achieve beyond $\mathcal{O}(\sqrt{T})$ regret. To address
these challenges, we introduce a new algorithmic framework that decouples learning from decision-making. For the first time, we show that
first-order methods can attain regret $\mathcal {O}(T*{1/3})$ by this new framework. Lastly, we conduct numerical experiments to validate
our theoretical findings.

3 - Workforce scheduling and pricing problem in crowdsourced delivery under uncertainty

MINGYAO QI, Tsinghua University, Shenzhen International Graduate School, Shenzhen, China, People's Republic of, Haoyue Liu,
Sheng Liu, Zuo-Jun Max Shen

Crowdsourced labor has significantly changed the on-demand delivery market, as gig workers can supplement in-house couriers to fulfill
orders. Motivated by the high level of uncertainty in on-demand instant delivery, we model and solve a joint optimization on workforce
scheduling and pricing problem (WSPP) with three types of labor, namely in-house couriers, scheduled couriers, and ad hoc couriers for last-
mile delivery system. We propose an integrated stochastic programming, robust optimization, and learning model on scheduled couriers'
employment, order assignment, and compensation pricing for ad hoc couriers while considering three types of uncertainties, including order
patterns, the location of ad hoc couriers, and travel time. We devise an improved logic-based benders decomposition nested column-and-
constraint generation algorithm based on stepwise tightening relaxation to solve WSPP exactly, accelerated by a series of valid inequalities
and strategies. We also design various approximation algorithms encompassing shift separating, rolling horizon, and rolling horizon with
lookahead, which deliver high-quality solutions in a shorter amount of time. As indicated by the numerical experiments, our approach
outperforms the solver and provides optimal solutions within the time limit for most instances. The proposed integrated model has more
robustness and lower cost compared to deterministic model when faced with uncertainty. The results on real-world datasets show that the
uncertainty of ad hoc courier locations significantly impacts decisions for the number of scheduled couriers, leading to several managerial
insights.

4 - Model Stacking with Flexible Data Aggregation: Inventory Management in Meituan’s Flash Sales Mode

Zhenkang Peng, The Chinese University of Hong Kong, Hong Kong, China, People's Republic of, Chengzhang Li, Ying Rong, Zichao
Luo, Mingyong Zhao, Guangrui Ma, You Li

Given the rapid pace of product launches and shortened product cycles, although the company accumulates a substantial volume of data
overall, the data available per product remains limited on average. Consequently, the task of decision-making across thousands of products,
each with scant historical data, has emerged as an urgent and new challenge. To tackle this challenge, we have devised a strategy known as
Model Stacking with Flexible Data Aggregation (MOST-FLEXDA). This approach includes data aggregation from multiple perspectives,
coupled with the selection of specific models customized for these distinct partitions. Subsequently, we utilize a linear model to stack the
outputs from these diverse models. Finally, our methodology is put to the test on the Meituan Youxuan platform, which primarily evaluates
performance based on two metrics: the first being the ratio of potential profit loss to maximum profit (LSR), and the second being the ratio of
remaining inventory to total demand (/R). The results demonstrate that, compared to the existing algorithms utilized by Meituan, our
proposed method achieves an average reduction of 42% in IR and a 14% decrease in LSR for newly launched products. Additionally, for
standard new products, it also yields reductions of approximately 10% in both IR and LSR.

5 - Bayesian dynamic pricing and the optimality of incomplete learning
Meixi Wu, National University of Singapore, Singapore, Singapore, Yifan Feng, Zhenyu Hu

In this paper, we introduce a dynamic pricing model with demand learning. We consider a setting where a monopolist makes pricing decisions
facing a stream of customers over an infinite horizon. The customers are short-lived and homogenous, all of whom share the same private
valuation for the product. Initiating with a prior on the valuation, the monopolist updates her belief through observation of customers'
purchase decisions. By formulating this problem as a Bayesian dynamic programming problem, we characterize the optimal pricing policy
that notably identifies an absorbing region of beliefs. Within this region, it becomes optimal for the monopolist to cease further learning and
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adopt a static, myopic pricing strategy. This cessation hinges on the discount factor being less than one, and, under a uniform prior, there is a
positive probability of transitioning into this no-learning region.
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Chair: Guang Li, Queen’s University, Kingston, ON, Canada

Co-Chair: Elaheh Fata, Queen's University, Kingston, ON, Canada

1 - Demand Estimation with Product Bundles

Xianfeng Meng, Smith School of Business, Queen's University, Kingston, ON, Canada, Sumit Kunnumkal, Murray Lei, Guang Li,
Anton Ovchinnikov

Traditionally, firms estimate product demand elasticity by varying prices and observing demand changes. However, this method poses
challenges for firms such as chain stores and restaurants, where price alterations can be impractical. This study introduces a novel method
under the multinomial logit (MNL) consumer choice model, where firms can infer the demand elasticity of new products through discounted
product bundles without adjusting individual item prices. We analytically demonstrate that this method can sometimes yield more accurate
estimations than direct item discounts. Through numerical analysis with synthetic data, we investigate the accuracy of direct discount
estimators versus bundle discount estimators, examining their performance across various product choice set (menu) sizes and their
robustness to differences between the firm’s model and actual consumer behavior. An upcoming empirical study in collaboration with a local
restaurant will further explore the practical application of bundle discounts in estimating the real-world demand elasticity.
2 - Content-Centered OR Creator-Centered? An Economic Analysis of Fan Loyalty on User-Generated Content Platforms

Meilin Gu, Tsinghua University, Beijing, China, People's Republic of, Zizheng Liu, Dengpan Liu
The loyalty of fan communities to content creators significantly impacts stakeholders on user-generated content (UGC) platforms. Notably,
major UGC platforms exhibit varying stances on creators’ cultivation of fan loyalty. For instance, Douyin (the Chinese version of TikTok)
hinders creators from building robust fan followings, while Kuaishou (another major UGC platform in China) takes active measures to
encourage and support creators in cultivating fan loyalty on its platform. This stark contrast has sparked an ongoing debate about the role of
UGC platforms in the cultivation of fan loyalty. In this paper, using a game-theoretic model, we explore the optimal strategies embraced by
platforms in managing creators’ cultivation of fan loyalty and their implications for key stakeholders. Our findings challenge the conventional
wisdom that suggests UGC platforms should always facilitate creators in cultivating fan loyalty, as such assistance may sometimes hurt the
platforms. Furthermore, our study generates meaningful implications by providing guidelines for UGC platforms to strategically manage
creators’ cultivation of fan loyalty and for creators to balance their efforts between cultivating fan loyalty and enhancing content quality.

3 - Assortment Planning with N-Pack Purchasing Consumers
Ying Cao, Penn State University - Erie, Erie, PA, United States, Dorothee Honhon

For many product categories, consumers often buy multiple differentiated products on a given store visit for staggered consumption until the
next store visit. In this paper, we study the assortment planning problem for a single product category when a retailer faces multi-item
purchasing, so-called “n-pack” consumers as introduced by Fox et al (2018). We obtain interesting properties of the product demand
functions and the optimal assortment. We also find the optimal assortment structures in four settings which correspond to four ways by which
the retailer could misjudge the demand from consumers. In addition, we conduct a numerical study to investigate the differences in optimal
assortment variety and calculate optimality gaps from the retailer misjudging consumer demand. Finally, we evaluate our model on a real-life
data set and find that the demand proportions predicted by our model can be made extremely close to the actual proportion of sales; then we
provide recommendations regarding the introduction of new flavors.

4 - Competitive Pricing in the Presence of Manipulable Information in Online Platforms
Yuqi Yang, Arizona State University, Tempe, AZ, United States, Harish Guda, Hongmin Li

To entice customers to purchase, sellers on online platforms often misrepresent the quality of their goods/services, e.g., by manipulating
consumer opinion. We analyze an oligopoly where sellers, heterogeneous in their true quality, compete by jointly choosing their prices and
the extent of manipulation. We solve for the unique equilibrium when price-setting firms can manipulate their perceived quality and
characterize the set of sellers that manipulate in equilibrium. We identify an index called the propensity to manipulate, based on model
primitives to identify the set of sellers who have greater incentive to manipulate, and show that the set of sellers that manipulate in
equilibrium is upward-closed in the propensity to manipulate. The extant literature has been mixed in its findings on which sellers have
greater incentive to manipulate. Our work helps reconcile the differing viewpoints in the extant literature by providing a unified perspective.
We demonstrate the practical relevance of our model by mapping it to an environment consisting of sellers who are differentiated in a star-
rating system based on their true rating and the volume of ratings. Depending on a seller’s rating and volume of ratings, we identify three
distinct regions that arise: a cost-prohibitive region, a cost-dominant region, and a benefit-dominant region. The ability to map a seller to one
of these regions allows platform managers to understand a seller’s tendency to manipulate consumer opinion dynamically over time.

SA18

Summit - 338
Learning in Sharing Economy and E-Commerce

Invited Session
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Revenue Management and Pricing
Chair: Evelyn Xiao-Yue Gong, Carnegie Mellon University, Pittsburgh, PA, United States
1 - Two-Sided Flexibility in Platforms
Jiayu (Kamessi) Zhao, MIT, Cambridge, MA, United States, Daniel Freund, Sebastien Martin

Flexibility is a cornerstone of operations management, crucial to hedge stochasticity in product demands, service requirements, and resource
allocation. In two-sided platforms, flexibility is also two-sided and can be viewed as the compatibility of agents on one side with agents on
the other side. Platform actions often influence the flexibility on either the demand or the supply side. But how should flexibility be jointly
allocated across different sides? Whereas the literature has traditionally focused on only one side at a time, our work initiates the study of
two-sided flexibility in matching platforms. We propose a parsimonious matching model in random graphs and identify the flexibility
allocation that optimizes the expected size of a maximum matching. Our findings reveal that flexibility allocation is a first-order issue: for a
given flexibility budget, the resulting matching size can vary greatly depending on how the budget is allocated. Moreover, even in the simple
and symmetric settings we study, the quest for the optimal allocation is complicated. In particular, easy and costly mistakes can be made if the
flexibility decisions on the demand and supply side are optimized independently (e.g., by two different teams in the company), rather than
jointly. To guide the search for optimal flexibility allocation, we uncover two effects, flexibility cannibalization, and flexibility abundance,
that govern when the optimal design places the flexibility budget only on one side or equally on both sides. In doing so we identify the study
of two-sided flexibility as a significant aspect of platform efficiency.

2 - How Not to Overpackage? -- Towards a Sustainable HelloFresh Service Supply Chain.
Evelyn Xiao-Yue Gong, Carnegie Mellon University, Pittsburgh, PA, United States, Michael Johnson

Meal kit services have been hot and trending, especially among the younger generation. However, overpackaging is a common major
challenge in these services. Packaging materials, including ice packs and liners, ensure the quality of the meal-kits delivered; yet too much
packaging would leave a large carbon footprint and impose psychological burdens on many customers. This paper investigates artificial
intelligence solutions to adaptively make the packaging decision for each box and mitigate potential overpackaging for HelloFresh, the
world’s largest meal-kit company and integrated food solutions group. We design contextual bandit algorithms that take advantage of the
special structures we find in the packaging problem and various contextual information such as transit conditions and box contents.
Theoretically, our algorithm Contextual One-Sided Arm Elimination achieves the optimality guarantee with an O(\sqrt{T}) regret bound.
Practically, we experiment with HelloFresh's real delivery datasets that contain hundreds of millions of records, identify and correct for issues
such as confounding, and test our algorithm's performance. Given the enormous scale of HelloFresh's operations, our contextual bandit
algorithm could potentially save millions of units of packaging materials per year, as well as the associated cost, energy and labor.

3 - LEGO: Optimal Online Learning under Sequential Price Competition
Shukai Li, Northwestern, Evanston, IL, United States, Cong Shi, Sanjay Mehrotra

We consider price competition among multiple sellers over a selling horizon of $T$ periods. In each period, sellers simultaneously offer their
prices and subsequently observe their respective demand that is unobservable to competitors. The realized demand of each seller depends on
the prices of all sellers following a private unknown linear model. We propose a least-squares estimation then gradient optimization (LEGO)
policy, which does not require sellers to communicate demand information or coordinate price experiments throughout the selling horizon.
We show that our policy, when employed by all sellers, leads at a fast convergence rate $O(1/\sqrt{T})$ to the Nash equilibrium prices that
sellers would reach if they were fully informed. Meanwhile, each seller achieves an optimal order-of-$\sqrt{T}$ regret relative to a dynamic
benchmark policy. Our analysis further shows that the \emph {unknown individual price sensitivity contributes to the major difficulty of
dynamic pricing in sequential competition} and forces regret to the order of $\sqrt{T}$ in the worst case. If each seller knows their individual
price sensitivity coefficient, then a gradient optimization policy can achieve an optimal order-of-$\frac {1} {T}$ convergence rate to Nash
equilibrium as well as an optimal order-of-$\log T$ regret.

4 - Queueing Matching Bandits with Preference Feedback
Jung-hun Kim, Seoul National University, Seoul, Korea, Republic of, Min-hwan Oh

In this study, we consider multi-class multi-server asymmetric queueing systems consisting of $N$ queues on one side and $K$ servers on the
other side, where jobs randomly arrive in queues at each time. The service rate of each job-server assignment is unknown and modeled by a
feature-based Multi-nomial Logit (MNL) function. At each time, a scheduler assigns jobs to servers, and each server randomly serves at most
one job based on its preferences over the assigned jobs. The primary goal of the scheduler is to stabilize the queues in the system while
learning the service rates of servers. For this purpose, we propose algorithms based on UCB and Thompson Sampling, which achieve system
stability with a time average queue length bound of $O(N/Aepsilon)$ for large enough horizon time $T$. Furthermore, the algorithms achieve
sublinear regret bounds of $\tilde {O} (\min\{\sqrt{T}Q_{\max},T"{3/4}\})$ where $Q_{\max}$ represents the maximum queue length over
agents and times. Lastly, we provide experimental results to demonstrate the performance of our algorithms.

5 - A Hybrid Sampling-Based and Gradient Descent Learning Method and Its Applications in Inventory Management

Kairen Zhang, University of Science and Technology of China, Hefei, China, People's Republic of, Zhanyue Wang, Xiangyu Gao,
Sean Zhou

We propose an algorithm that marries Sample Average Approximation and Stochastic Gradient Descent for some structured online learning
problems. The special structure of these problems manifests itself in important online inventory control problems where the demand
distribution is unknown to the decision maker. In particular, the online control of two-echelon series systems and that of dual sourcing
systems with lead time difference equal to one. For the above two problems, our algorithm yields regrets growing at the order of log T times
square root of T at most where T is the length of the planning horizon. These upper bounds of regrets differ from the corresponding lower
bounds by a factor of log T asymptotically. We establish these upper bounds of regrets via leveraging the additive convexity hidden in the
one-period expected cost functions and constructing bridging problems. If the one period demand is greater than some positive number
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almost surely, then we can further improve these upper bounds and closing the gaps between upper bounds and lower bounds. In numerical
experiments, our algorithm demonstrates superior performance to other algorithms in the literature.

SA19

Summit - 339

Learning in Distributed and Dynamic Environments
Invited Session
Revenue Management and Pricing
Chair: Ankur Mani, University of Minnesota - Twin Cities, Minneapolis, MN, United States
Co-Chair: Varun Gupta, Northwestern University, Evanston, IL, United States
1 - Autobidders with Budget and ROI Constraints: Efficiency, Regret, and Pacing Dynamics
Mengxiao Zhang, University of Southern California, Los Angeles, CA, United States, Brendan Lucier, Sarath Pattathil, Alex Slivkins

We study a game between autobidding algorithms that compete in an online advertising platform. Each autobidder is tasked with maximizing
its advertiser’s total value over multiple rounds of a repeated auction, subject to budget and/or return-on-investment constraints. We propose a
gradient-based learning algorithm that is guaranteed to satisfy all constraints and achieves vanishing individual regret. Our algorithm uses
only bandit feedback and can be used with the first- or second-price auction, as well as with any "intermediate" auction format. Our main
result is that when these autobidders play against each other, the resulting expected liquid welfare over all rounds is at least half of the
expected optimal liquid welfare achieved by any allocation. This holds whether or not the bidding dynamics converges to an equilibrium and
regardless of the correlation structure between advertiser valuations.

2 - Dynamic control under non-stationarity: Stochastic and Robust perspectives
Varun Gupta, Northwestern University, Evanston, IL, United States, Yuwei Luo, Jing Yu, Mladen Kolar, Adam Wierman

We will present two vignettes on the problem of online control of the Linear Quadratic Regulator (LQR) problem when the dynamics are
non-stationary and unknown. LQR is arguably the simplest Markov Decision Process, and serves as a fertile ground for developing new
frameworks for studying online and robust control policies. In the first part of the talk, we will present a minimax dynamic regret optimal
policy under two somewhat strong assumptions: (i) the noise process is independent across time steps, and (ii) the total variation of the
dynamics over T time steps is sublinear in T (we do not assume this variation is known). In the second part, we will relax both these
assumptions. Since dynamic regret minimization is too strong a goal, we propose a policy that guarantees bounded-input-bounded-output
stability in the closed loop. The talk will highlight how different perspectives for studying online control under non-stationary dynamics lead
to novel statistical and algorithmic questions.

3 - Asymptotically Efficient Distributed Experimentation
Ankur Mani, University of Minnesota - Twin Cities, Minneapolis, MN, United States

Sequential decision making by a large set of independent agents who are not interested in experimentation, either because they are short lived
or because experimentation is costly, has gained significant attention over the past decade. Even a little amount of experimentation from a
few agents would benefit all others but coordinating such experimentation is challenging for a central planner. Academic literature has
focused on mechanisms for promoting experimentation through monetary incentives and persuasion through careful information disclosure.
We study a simple control that the central planner can use to coordinate experimentation. We consider a set of agents that observe their own
history but not the histories of other agents. The central planner however can observe the history of all agents. In a continuous-time stochastic
multi-armed bandit model, myopic agents observe their history, pick an arm and receive a reward at each time instant. In the proposed class
of policies, the central planner, using the information it knows, at times unknown apriori, removes arms irrevocably that it considers inferior
to other arms with sufficient confidence, thus forcing the agents to choose from a smaller set of remaining arms. We show that an
appropriately chosen policy within this class can generate the needed experimentation and match the regret bounds for a centralized problem
thus mitigating the cost of decentralization. We also quantify the minimum number of agents that are needed for such a policy to be
asymptotically optimal and the impact of the number of agents on the speed of learning.

SA20
Summit - 340
Game Theory and its Applications

Invited Session

Decision Analysis Society

Chair: Shima Mohebbi, George Mason University, Fairfax, VA, United States
Co-Chair: Behnam Momeni, George Mason University, Fairfax, VA, United States

1 - Defense Critical Supply Chain Networks and Risk Management with the Inclusion of Labor: Dynamics and Quantification of
Performance and the Ranking of Nodes and Links

Anna Nagurney, University of Massachusetts Amherst, Amherst, MA, United States

The efficient and effective performance of defense critical supply chain networks is essential to both national and global security. Disruptions
to supply chains, heightened in the COVID-10 pandemic, and now further exacerbated because of growing geopolitical and other risks, as
well as Russia’s war against Ukraine, have garnered the attention of decision-makers and policymakers, including those in the defense sector.
In the paper, a rigorous methodological framework is presented for defense critical supply chain networks in the form of a defense supply
chain network economy that captures the behavior of defense firms, which care about revenues as well as risk, and which includes the
important labor resources and associated constraints. Variational inequality theory is used to provide alternative formulations of the governing
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Nash Equilibrium conditions, with a dynamic model counterpart used for the construction of an easy to implement algorithm that yields
closed form expressions at each iteration of the defense product path flows and the Lagrange multipliers associated with the bounds on labor
hours available on supply chain links. A defense supply chain network efficiency /performance measure is proposed and an associated
importance indicator for supply chain network components. A resilience measure is also given that quantifies the resilience of the defense
supply chain network economy to disruptions in labor. The modeling and algorithmic framework, as well as the measures proposed, are then
illustrated via numerical examples.

2 - The Weak Core, Partition-Based Universal Stability, and Their Risk Associations Through a Partial Order
Jian Yang, Rutgers University, Newark, NJ, United States

We are concerned with the stability of a coalitional game, i.e., a transferable-utility cooperative game. First, the concept of core can be
weakened so that the blocking of changes is limited to only those with multilateral backings. This principle of consensual blocking, as well as
the traditional core-defining one of unilateral blocking and one straddling in between, can then be applied to partition-allocation pairs. Each
such pair is made up of a partition of the grand coalition and a corresponding allocation vector whose components are efficient and
individually rational for the various constituent coalitions of the given partition. Among the resulting stability concepts, two are universal in
that any game, no matter how *“poor" it is, has its fair share of stable solutions. For a game possessing strictly positive values, furthermore, its
imputations possess fractional interpretations. These would allow a certain ranking between games, which we deem as in the sense of
““centripetality”, to imply a clearly describable shift in the games' stable solutions. When coalitions' values are built on both random outcomes
and a common positively homogeneous reward function characterizing players' enjoyments from their shares, this comparative static could
help explain why it so often happens that aversion to risk promotes cooperation.

3 - Scalar Equilibria for Normal Form Games
Herbert Corley, The University of Texas at Arlington, Arlington, TX, United States

A scalar equilibrium (SE) is an alternative type of equilibrium usually in pure strategies for an n-person normal-form game G. It is defined
using optimization techniques to obtain a pure strategy for each player of G by maximizing an appropriate utility function over the acceptable
joint actions. The players’ actions are determined by the choice of the utility function. Such a utility function could be agreed upon by the
players or chosen by an arbitrator. An SE is an equilibrium in the sense that no players of G can increase the value of this utility function by
changing their strategies. SEs are formally defined, and examples are given. In a greedy SE, the goal is to assign actions to the players giving
them the largest individual payoffs jointly possible. In a weighted SE, each player is assigned weights modeling the degree to which he helps
every player, including himself, achieve as large a payoff as jointly possible. In a compromise SE, each player wants a fair payoff for a
reasonable interpretation of fairness. In a parity SE, the players want their payoffs to be as nearly equal as jointly possible. Finally, a
satisficing SE achieves a personal target payoff value for each player. The vector payoffs associated with each of these SEs are shown to be
Pareto optimal among all such acceptable vectors, as well as computationally tractable.

4 - Stochastic Differential Games for Designing Water Conservation Incentives
Behnam Momeni, George Mason University, Fairfax, VA, United States, Shima Mohebbi

Global concerns about water scarcity are intensifying due to poor freshwater management. This study develops stochastic differential games
to obtain dynamic incentive strategies for water users located throughout river networks. Two networks of water users are considered: those
who utilize groundwater and those who rely on surface water for agricultural purposes. A non-governmental organization (NGO) participates
as another key player, providing conservation incentives to encourage water users to reduce their consumption. The NGO aims to offer an
incentive scheme to each water user based on their unique characteristics, while addressing potential scalability challenges that may arise
with an increasing number of players. Stochastic elements are captured by incorporating a Standard Wiener process into the state variables
(volume of water in river and Aquifer). The Hamilton-Jacobi-Bellman equation and Ito lemma are then employed to determine the optimal
decision variables for the water users and to analyze how the mean and variance of the state variables evolve when following the optimal
decisions. Finally, an algorithm is proposed to solve large-scale convex and non-convex optimization problems. The Red River, the second-
largest basin in the south-central United States, serves as the case study for the proposed model. Keywords: Stochastic decision games,
Incentives, Freshwater management

SA21

Summit - 341

Emerging Technologies in Operations Management

Invited Session

Decision Analysis Society

Chair: Amir Hossein Moadab, Washington State University, Pullman, WA, 99163, United States

1 - Optimizing Drone Depot Location and Routing for Last-Mile Delivery: A Novel Application and Extension of the Black and White
Traveling Salesman Problem

Juan Zhang, University of Wisconsin - Eau Claire, Eau Claire, WI, United States, Ozgur Kabadurmus, Haitao Li
As drone technology continues to revolutionize last-mile delivery, the challenges of limited flight range and payload capacity necessitate
innovative solutions for efficient logistics. This research aims to address the critical question of how to strategically locate drone depots to
mitigate the impact of constrained drone capabilities and optimally schedule drone routes to minimize drone facility and delivery costs. A
location-routing optimization model is developed, which leverages and extends the unique modeling of the Black and White Traveling
Salesman Problem. A case study for last mile healthcare delivery illustrates the usefulness of the model. This optimization framework has the
potential to enhance the overall performance and scalability of drone delivery systems, making them more viable and effective in real-world
applications.
2 - Unveiling the Influence of Blockchain Technology on ESG Indexes Across Supply Chains: An Empirical Investigation

Sahar Bajgani, WORCESTER POLYTECHNIC INSTITUTE, Worcester, MA, United States, Sara Saberi
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This research project critically examines the effects of Blockchain Technology (BCT) on Environmental, Social, and Governance (ESG)
metrics and financial indices within firms that have adopted this technology. The aim is to establish whether the integration of BCT leads to
improved sustainability practices and enhances financial performance.

Quantitative data from a range of industries will be analyzed to compare the pre- and post-adoption performance of companies that have
implemented blockchain solutions. This analysis will help isolate BCT's impact from other variables. Additionally, qualitative assessments
will explore how the intrinsic features of blockchain—such as increased transparency, enhanced security, and decentralization—contribute to
variations in ESG scores and financial outcomes.

The project will also investigate the potential of blockchain to facilitate compliance with regulatory standards and to foster trust among
stakeholders, which are critical components of ESG criteria. Preliminary findings suggest that BCT can significantly influence corporate
governance practices and operational efficiencies.

3 - Dispatching Drones after a Disaster Using a Team Orienteering Approach
Amir Hossein Moadab, Washington State University, Pullman, WA, United States, Chuck Munson, Arman Hosseini

‘We model the use of drones to aid in locating victims following a major disaster. Employing a two-phase approach, we integrate k-means
clustering to identify potential hub locations. In the first phase, we optimize hub selection and drone allocation to each hub using a heuristic
algorithm. The second phase focuses on efficient routing to ensure timely coverage, thereby enhancing search and rescue operations. We
tested this model in three scenarios considering no threshold coverage for clusters, a specific percentage of threshold, and maximal covering
hub selection. We identify important trade-offs for decision makers to consider when planning for and responding to major disasters.

4 - Reducing Search Advertisement Spending Through a Two-Stage Term Embedding and Optimization Approach
Vasileios Pavlopoulos, The University of Alabama in Huntsville, Huntsville, AL, United States, Hieu Pham, Ravi Patnayakuni

In the realm of e-commerce, efficient allocation of advertising budgets is crucial for maximizing

profitability. This paper presents a novel approach to reducing search advertisement spend by leveraging negative exact matching of search
terms that do not lead to conversions. Traditional methods often rely on waiting for a predetermined number of searches without clicks before
negative-exacting a search term, which can be time-consuming and inefficient. To address this issue, we introduce a similar text-matching
algorithm that utilizes word embeddings to identify similar queries, enabling proactive negative-exacting before incurring

significant ad costs.

SA22

Summit - 342

Agricultural and Food Supply Chain Decision-Making for Societal Good
Invited Session

Decision Analysis Society

Chair: Deniz Berfin Karakoc, University of Illinois at Urbana-Champaign, Urbana, IL, United States

1 - A Stochastic Dynamic Approach for Task Assignment and Volunteer-Based Delivery Routing in Non-Profit Food Rescue
Operations

Leila Hajibabai, North Carolina State University, Raleigh, NC, United States, Mehr Salami, Kuangying Li, Ali Hajbabaie

This research develops a stochastic dynamic program to optimize food rescue logistics for non-profit organizations. It aims to reduce hunger
and food waste by maximizing demand coverage and minimizing routing costs, thereby improving the efficiency of food distribution
networks. Characterized by fluctuating demand, variable volunteer availability, and constrained transportation resources, the problem suffers
from extensive action space and highly random requests due to stochastic dynamics inherent in food rescue operations. A Markov decision
process is employed that is enhanced by a Monte Carlo tree search technique to effectively navigate the stochasticities. The proposed
integrated methodology dynamically assigns delivery tasks and designs optimal routes for delivery volunteers, incorporating new requests
into the solution in real-time. To tackle the complexities due to the extensive action space, a set of heuristics is implemented that help
prioritize and sample promising actions, enhancing the operational effectiveness of the proposed tree search algorithm. The effectiveness of
the proposed approach is evaluated through comparative experiments using real-world data obtained from a collaborating food rescue agency.
The preliminary results indicate that our methodology significantly outperforms existing state-of-the-art solutions in terms of operational
efficiency and robustness. It not only improves the distribution of perishable food items to agencies and food-insecure households but also
offers a scalable solution that can be adapted to other domains facing similar logistical challenges.

2 - The Many Faces of Equity? Food Bank Operations Through a Multi-Dimensional Equity Lens
Naurin Zoha, University of Michigan, Ann Arbor, M1, United States, Tanzid Hasnain, Julie vy

According to Feeding America, there are persistent disparities in food insecurity levels among different racial and ethnic groups in the US. In
2021, while about 10.2% of the US population were food insecure, 19.5% of the African American and 16.2% of the Hispanic populations
were food insecure, compared to 7% of the White population. The level of food insecurity also varies among different population groups with
different socio-demographic dimensions. As food banks develop distribution policies, they should be aware of the disparities in food
insecurity that may exist among different demographics and may adversely impact equitable distribution. This study develops a single-period
deterministic network flow model to explore the impact of different equity measures across multiple dimensions, namely geographic and
demographic, on food bank’s distribution in the presence of effectiveness (undistributed food minimization) criterion under efficiency
(distribution cost minimization) constraint. We apply the model to our partner food bank’s data to (i) explore the trade-off between
dimensions of equity, and (ii) identify policy insights.
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3 - Addressing Barriers to Food Access: A Comprehensive Study of Fresh Mobile Market Distribution in Low-Income Communities

Motunrayo Ogunmola, North Carolina A&T State University, Greensboro, NC, United States, Shona Morgan, Dwight Lewis, Lauren
Davis

Food insecurity remains a global public health obstacle, highlighting inequalities vulnerable populations face. Using data collected from
participants at several fresh mobile market (FMM) locations in a North Carolina (USA) county, combined with other US Census and
geospatial datasets, we performed a case study examining FMMs' impact on their beneficiaries and serviced neighborhoods. More
specifically, we examined the commute patterns of participants who visited FMMs and the sociodemographic characteristics of participants'
residences and mobile market-serviced communities. Lastly, using contemporary spatial modeling, we enumerate the improvements in
physical access to food assistance programs by looking at the impact of current FMM scheduling given the spatial distribution of existing
food banks and pantries. To address remaining disparities in access to food assistance, we propose a spatial optimization approach for
strategically positioning FMMs to minimize the travel burden to food assistance among vulnerable populations. The findings in this research
can guide the strategic placement of FMMs in low-income communities tailored to their target communities' specific needs and constraints.

4 - Mapping Agri-Food Distribution onto Real-World Transportation Infrastructure in the United States
Deniz Berfin Karakoc, Arizona State University, Tempe, AZ, United States

Agricultural and food supply chains within the United States are essential for both global and local food security. These complex systems are
subject to threats imposed by various economic, political, environmental, and infrastructural factors. Here, we focus on the transportation of
agri-food commodities, which is a less well-studied feature, but necessary for connecting production to consumption. In this study, we
develop a unified framework of data analytics, network science, and geographic information science techniques to map agri-food distribution
within the United States onto real-world highway, railway, and waterway networks. We evaluate how the agri-food load on each
transportation mode varies by the distribution of domestic, import, and export flows within the U.S. We also quantify the trade-off between
economic efficiency, adaptability, and sustainability of agri-food distribution across transportation modes. We conclude that highways enable
the greatest re-routing capacity for agri-food distribution, but it comes at the highest cost and carbon emissions; whereas waterways have the
lowest cost and carbon emissions, but with the lowest adaptive capacity to disturbance. Our findings can inform efforts to balance
affordability, resilience, and sustainability in agricultural and food transportation.

SA23

Summit - 343

Multiobjective Optimization Under Uncertainty
Invited Session
Multi Criteria Decision Making
Chair: Margaret Wiecek, Clemson University, Clemson, SC, United States
Co-Chair: Akshita Gupta, Purdue University, West Lafayette, IN, United States
1 - Two-Stage Stochastic Multiobjective Linear Programs and Their Properties

Akshita Gupta, Purdue University, West Lafayette, IN, United States, Susan Hunter, Margaret Wiecek
To address decision making under conflict and uncertainty, we consider a two-stage stochastic multiobjective linear program (TSSMOLP). As
a generalization of its single-objective counterpart, the two-stage stochastic linear program, the TSSMOLP may have more than one
conflicting objective in each stage. Thus, the second stage is modeled with a set-valued map resulting in a nondominated set rather than a real
optimal value that is provided in a single-objective setting. In the first stage, the global Pareto set for the TSSMOLP is the set of
nondominated points belonging to the union of the translated expected second-stage nondominated sets. Solving the TSSMOLP requires (a)
proving properties of the TSSMOLP and (b) developing a theory to estimate the expected value of the second-stage nondominated set. We

discuss structural properties of TSSMOLPs and recent theoretical advances for solving TSSMOLPs using a sample average approximation
framework.

2 - Confidence Regions for Multi-Objective Stochastic Convex Programs with Uncertain Parameters
Susan Hunter, Purdue University, West Lafayette, IN, United States, Ziyu Liu, Raghu Pasupathy

We consider the context of constructing confidence regions on the efficient and Pareto sets of multi-objective stochastic convex programs
with uncertain parameters. We first derive an asymptotically exact central limit theorem in the parameter space. Then, using the multiple
objective functions as push-forwards, we construct asymptotically valid confidence regions on the efficient and Pareto sets. We illustrate
projections of the confidence regions in the decision and objective spaces through an example.

3 - Upper Bounds on Scalar and Set-Based Regret for Online Multiobjective Optimization
Kristen Savary, Clemson University, Davenport, FL, United States, Margaret Wiecek

In online multiobjective optimization (OMO), solutions are computed before the objective functions are revealed. As a result, these solutions
are not Pareto for the associated offline multiobjective problem and incur a cost, measured by regret.

Scalar regret and set-based regret are defined for OMO and used to evaluate the performance of the Online Gradient Descent Algorithm
(OGDA). Using the scalarized OMO problem, the OGDA computes a single solution in every iteration and its success is measured by the
scalar regret. Minimizing the generational distance associated with the OMO problem, the OGDA computes a set of solutions at every
iteration and its success is measured by the set-based regret. A theoretical and numerical comparison of the upper bounds on the two regrets is
presented.

SA24
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Optimizing Environmental Management: Simulation & Bioeconomics
Contributed Session
Contributed

Chair: Aoran Cheng, The University of Hong Kong, Rm17A02, The Met Azure, No.8 Liu To Road, Tsing Yi, Kwai Tsing, New Terrorities,
HKSAR, Hong Kong, 999077, Hong Kong

1 - Wildfire Rescue Missions Utilize Air Drone Carriers Planning

Aoran Cheng, The University of Hong Kong, Hong Kong, Hong Kong, Shijie Pan, Yiqi Sun, Yulun Zhou, Kai Kang, Cristobal Pais,
Zuo-Jun Shen

Preventing wildfires is an extremely important task and safeguard measure in this era. The primary objective of current forest fire
management is to find effective methods to extinguish wildfires. However, when facing severe wildfires, we still lack an effective approach
that can efficiently suppress the wildfire while ensuring the safety of forest firefighters. Therefore, this research explores the deployment,
allocation, and near-optimal mechanism design of emerging drone swarms, as a substitution of traditional human based-firefighting, in the
early stages of wildfire outbreaks. Specifically, we aim to optimize the path planning of each individual base during their firefighting
missions to achieve the shortest possible time for wildfire suppression. Next, we will utilize geographic information projection and
optimization methods to effectively allocate resources and devise scheduling strategies to address the coordination and scheduling challenges
of limited resources and time-constrained drones and trucks. Through extensive research and practical experience, our goal is to enhance the
efficiency promise of task execution. Furthermore, by integrating optimal strategies for individual drones and drawing inspiration from
collective behaviors observed in nature, we could improve the overall firefighting efficiency of the drone swarm. Based on these models, we
will explore the practical application of the proposed approach in real firefighting scenarios, providing innovative solutions for wildfire
prevention and control.

2 - Enhanced Modeling of Fan Speed Effects on Greenhouse Climate and Agricultural Product Drying
Linda Orjaroen, Chiang Mai University, Chiang Mai, Thailand, Chulin Likasiri

This study advances latest research on the effectiveness of solar greenhouse drying, concentrating on a refined dynamic model that simulates
the impact of fan speed adjustments on internal greenhouse conditions—temperature, humidity—and the drying kinetics of bananas. Utilizing
comprehensive data from an ongoing banana drying case study, including measurements of air temperature, humidity, irradiance, and the
temperature and weight of the bananas, the model employs advanced Ordinary Differential Equations (ODEs). The equations are coupled
with sophisticated unconstrained optimization methods to enhance the empirical fit. Enhanced correlation analysis explores the intricate
relationships between fan speed adjustments and key environmental variables. All parameters have been rigorously validated using root mean
squared error minimization techniques to ensure the model's accuracy and reliability. The refined mathematical model provides more precise
predictions of the final weight of dried bananas and recommends optimal fan speed settings to improve drying efficiency. This focused
project contributes significantly to optimizing greenhouse drying processes for bananas and promoting more efficient and sustainable local
agricultural practices.

3 - A framework to identify and prioritize key performance indicators: assessment of the effectiveness of inclusive climate actions for
nature-based solutions

Sara Torabi, Politecnico di Torino, Turin, Italy

Nature-based Solutions (NbS) are increasingly acknowledged as vital strategies against climate change. However, citizens and ecosystems
benefit differently from the functions that NbS provide. To better account for NbS trade-offs, theory and practice have embraced Inclusive
Climate Actions (ICAs) that simultaneously tackle climate change and urban inequalities. Currently, there is a notable gap in a comprehensive
assessment of the environmental, economic, and social implications of ICAs for NbS. This research develops a novel evaluation and
monitoring (E&M) framework to identify Key Performance Indicators (KPIs) for evaluating the effectiveness of ICAs for NbS. The
methodology is structured into three distinct phases: (i) identification, (ii) refinement, and (iii) prioritization. This approach integrates both
quantitative and qualitative techniques and actively involves stakeholders in the process. A set of 13 KPIs is proposed consisting of 2
economic, 5 environmental, and 6 social indicators was identified. Furthermore, these results can be further enhanced engaging local
stakeholders to select, when necessary, supporting indicators that are tailored to address specific contextual challenges. The E&M framework
assesses the effectiveness of completed or ongoing projects, or to design and evaluate future scenarios. Results will help cities to implement
ICAs that incorporate fairness and distribute NbS impacts as equitably as possible. This step is pivotal for empirically evaluating the
effectiveness, design, and planning of future scenarios of ICAs within the Urban Living Labs of five European cities. This study is part of the
broader European project GREEN-INC, growing effective and equitable nature-based solutions through inclusive climate actions.

4 - Pareto Optimization for Selecting Discriminating Test Locations in Plant Breeding
Mohammadreza Kiaghadi, lowa State University, Ames, IA, United States, Sigurdur Olafsson

Developing new and better cultivars of food crops is an important challenge that requires expensive and time-consuming field trials. In early-
stage experiments thousands of experimental cultivars may be planted in a small number of locations with the goal of only continuing trials
with only a small fraction of the very best cultivars in the next season. The selection of experimental planting locations thus plays an
important role in plant breeding, and in early-stage experiments a key consideration is to include locations that have the best ability to
discriminate the main genotype effects of cultivar, that is, to screen the potential high performers from the average to poor cultivars.
Traditionally, this discriminative ability of locations has focused on precision, but recent work also suggests that some locations may be more
sensitive to changes in the main genotype effect, that is, have what we will refer to as higher relative discriminative value. We show that
while these are both valuable, they are competing measures of discriminative ability, that is, that no location will maximize both precision and
relative discriminative value, and there is therefore a tradeoff that should be considered by plant breeders. We further show how this tradeoff
can be addressed by proposing how a set of discriminating location can be constructed using ideas based on pareto optimization.
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5 - When does green technology diversification affect firms in catching up with industry leaders? The role of environmental policy
coordination

yunze li, Harbin Engineering University, Harbin, China, People's Republic of, Weiwei Liu, Ruby Lee

Inspired by the conference calling for more research on smarter decisions for a better world and organizational learning theory, we examine
green technology (GT) diversification among firms from an emerging economy (EE) and propose that an increase in GT diversification can
facilitate EE firms to catch up with a global industry leader in different ways. GT diversification reflects the number of GT domains out of
seven scopes classified by the World Intellectual Property Organization, and thus, the more GT domains an EE firm has, the more diverse it
is. We theorize that when GT diversification increases, learning from a wide range of knowledge enables EE firms to catch up with the
industry leader’s economic performance more closely. However, owing to a wider range of environmental regulations connected to various
scopes of GT, compliance with many regulations can slow down EE firms’ learning and catch-up with industry leaders. We further explore
the role of environmental policy coordination. Using textual analysis of public policies, we develop a novel measure to capture the extent of
environmental policy coordination between government departments. We further collect longitudinal data (2012-2023) from publicly traded
firms in China to examine the effect of GT diversification and find that GT diversification affects economic catch-up performance positively
but environmental catch-up performance negatively. However, when a province’s environmental policy between government units is more
coordinated, it attenuates the effects of GT diversification on catch-up performance in different ways. Our findings provide novel implications
for theory and practice.

6 - Revisiting the Impact of Renewable Energy on PPAs
Subas Acharya, Johns Hopkins University, Baltimore, MD, United States, Benoit Chevalier-Roignant, Helyette Geman

The rise of green businesses and renewable energy marks a pivotal shift in the global pursuit

of net zero emissions. Power Purchase Agreements (PPAs) allow corporations and businesses

to source green energy. In the long run, the larger share of cost-effective renewable sources in
the overall power generation mix will lead to lower electricity prices. This price dynamics will
prompt offtakers to withdraw from a PPA signed at a time where the energy producer could
charge a premium on green energy and the generation of solar and wind was limited. Assuming
a mean reverting price process with a decreasing level of mean reversion, we analyze the date at
which an offtaker is likely to renegotiate on a PPA and key statistics on this stopping time to
understand better the PPA average duration and revenues producers can expect when defining
the contract price at date 0.
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Summit - 345
Creative Applications of Al

Contributed Session

Contributed

Chair: Devansh Jalota, Stanford University, Stanford, CA, United States

1 - Exploring the Role of Generative Al in Transforming the Analytics Education in Business School
Qizhang Liu, National University of Singapore, Singapore, Singapore

The emergence of generative Al technologies, exemplified by innovative platforms like ChatGPT, has catalyzed widespread disruption across
various sectors, with education standing as no exception. Educators worldwide are actively engaged in discussions, brainstorming sessions,
and experimental endeavors, seeking short-term mitigative measures and long-term adaptation strategies in response to the transformative
impact of generative Als. However, despite the palpable urgency surrounding this issue, the existing scholarly discourse on the efficacy of
such measures or strategies remains notably sparse.

This study presents a comprehensive analysis of the transformative interventions implemented within an analytics course at the Business
School of the National University of Singapore. Spanning two academic semesters, these interventions encompassed a spectrum of
modifications, including the redefinition of teaching objectives, a paradigm shift in teaching philosophy, and the overhaul of assessment
methodologies. The efficacy of these interventions was assessed through surveys administered to students, revealing a discernibly positive
reception to the implemented changes.

In light of these findings, a series of proactive recommendations are proffered to circumvent the potential pitfalls associated with overreliance
on generative Al technologies. These recommendations serve as pragmatic guidelines for educators seeking to harness the transformative
potential of generative Als while concurrently fostering the cultivation of essential analytical competencies among students.

2 - Talk Me Into It: Evaluating Advertising Through GenAl Chatbots
Parto Tavassoli, Simon Fraser University, Burnaby, BC, Canada, Alshwarya Shukla, J]M Goh

The introduction of Generative Al technologies has significantly transformed digital interactions, with profound implications for marketing
practices. Every day, millions of users across the globe engage with GenAl chatbots, highlighting their widespread popularity and significant
potential. Recently, both marketers and Al development firms have recognized the potential of GenAl chatbots as a novel medium for
reaching potential customers through personalized and interactive communication. In this study, we aim to examine the implications of
embedding advertisements within interactions with GenAl chatbots. We propose that such advertisements may diminish trust in the chatbots'
responses, as they may be perceived to be biased toward sponsored products. Additionally, the perception of brands utilizing this marketing
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strategy could be adversely affected, especially if the presence of advertisements is not transparently disclosed to users. These factors may
influence user engagement metrics, such as click-through rates, which entails further investigation into how people react to this advertising
approach. We will also explore the moderating effect of task complexity on these potential negative outcomes. Our hypotheses suggest that
higher search costs and perceived complexity in finding the right products might mitigate users' sensitivity to receiving sponsored
recommendations from these chatbots. We propose that by nudging users about the complexity of searching, people may become more likely
to be receptive to the chatbot's suggestions when they include sponsored material. The proposed hypotheses will be empirically tested through
a lab experiment in subsequent phases of this research.

3 - Understanding Human-AlI Collaboration in Generative Al Text Detection
Fairy Gandhi, University of Colorado Boulder, Boulder, CO, United States, David Dobolyi, Julian Lehmann, Matthew McCarthy

Recent advancements in generative artificial intelligence have led to a surge in machine-synthesized content in a wide array of fields. Al-
generated text has often proven indistinguishable from human-written text, presenting challenges across industries. Although much focus has
been on distinguishing text as either human- or Al-generated, many instances involve a blend of both human and Al contributions. Al-text-
detection tools, while showing promise in identifying Al-generated content, struggle to detect mixtures of human and Al writing. Humans
collaborating with such tools may misplace their trust in the tools’ recommendations during their decision-making process. We aim to
understand the influence of Al-text-detection tools on human decision-making in a three-way text classification task. First, through a large-
scale, classroom-based field study, we collected prompt-based student responses that were self-reported as human-written, Al-written, or a
mixture of both. Second, we are currently conducting an online experiment that has participants evaluating these student responses with or
without the assistance of a real-world, commercial Al-text-detection tool. We hypothesize that individuals collaborating with
recommendations from the tool will generally outperform those without it. Critically, however, our findings from the field study suggest that
accuracy will be higher only in the human-written and Al-written conditions when relying on the tool’s recommendations, whereas accuracy
will be significantly lower in the mixed condition due to flawed tool recommendations present in the mixed condition. This research will
provide important insights into the augmented human/Al decision-making process in education, which will apply to other settings such as
content moderation, cybersecurity, and beyond.

4 - When Simple is Near-Optimal in Security Games
Devansh Jalota, Stanford University, Stanford, CA, United States, Michael Ostrovsky, Marco Pavone

Fraudulent or illegal activities are ubiquitous across many applications and involve users bypassing the rule of law, often with the strategic
aim of obtaining some benefit that would otherwise be unattainable within the bounds of lawful conduct. However, user fraud is detrimental,
as it may compromise safety or impose disproportionate negative externalities on particular population groups.

To mitigate the potential harms of users engaging in fraudulent activities, we study the problem of policing such fraud as a security game

between an administrator and users. For this security game, we study both welfare and revenue maximization administrator objectives. In
both settings, we show that computing the optimal administrator strategy is NP-hard and develop natural greedy algorithm variants for the
respective settings with constant factor approximation ratio and resource augmentation guarantees.

We further study several model extensions, including incorporating contracts into our framework and generalizing our model to incorporate
additional constraints beyond an overall resource constraint. While greedy approaches do not, in general, work well for arbitrary constraints,
we identify sufficient conditions on the constraint structure under which our proposed greedy algorithms can still achieve constant factor
approximation ratios to the optimal policy.

Finally, we present experiments based on real-world data obtained from Stanford University’s Department of Public Health and Safety on
monitoring parking violations on Stanford’s campus. Our results demonstrate that our proposed algorithms can increase campus revenues
from parking permit purchases by over $300,000 every year relative to the status-quo parking enforcement policy.

SA26
Summit - 346

Managing in High Technology Environments

Invited Session

New Product Development

Chair: John Angelis, University of Lynchburg, Lynchburg, VA, United States

Co-Chair: Juliana Hsuan, Copenhagen Business School, Frederiksberg, DK-2000, Denmark

1 - The Effects of Blame Shifting and Shopping Intensity on Revisit Likelihood in Data Breaches
John Angelis, University of Lynchburg, Lynchburg, VA, United States, Rajendran Murthy

Data thefts have increased in frequency and cause a loss of customer trust and business. Previous research has studied how the public assigns
blame for the crime, and how different individuality levels of data breaches affect revisit intention. In addition, the negative emotional
response of the public to data breaches has been frequently studied, finding that fear is highly correlated with revisit intentions. However,
previous research has been inconclusive on whether frequent shoppers will be more likely to shift blame away from the business, and whether
they will be more likely to return. Our survey of 315 individuals provides insight into how frequent customers differ from the general public.
Specifically, the relationship between placing greater proportion of blame on data breach victims (relative to the hacked business) and revisit
intention is moderated by prior shopping intensity. Those who placed greater blame on the data breach victims were more likely to return to
the breached business. Frequent shoppers are indeed more likely to return to the breached business, indicating that their previous experience
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does affect their revisit intention. We put this result in context with the literature on customer loyalty, and recommend that businesses monitor
public sentiment carefully and match their crisis response to their target customer audience.

2 - On Syntactic and Semantic Attention Summary (SSAS): An Approach to Improve Summary Generation through LLM's
Nitin Mayande, Tellagence, Naperville, IL, United States, Sharookh Daruwalla, Sumedh Khodke, Nitin Joglekar, Charles Weber

In today's information age, the ability to efficiently extract key points from vast amounts of text is crucial. Automatic summarization, a
subfield of NLP, tackles this challenge by generating condensed versions of documents while preserving essential information. However,
achieving accurate summaries requires models to go beyond simple word frequencies.

Accurate summarization hinges on effectively bridging the gap between syntax and semantics. Syntactic cues often point towards
semantically relevant information. Syntactic alignment provides a roadmap, identifying where to look for important information within a
sentence structure. Semantic alignment then interprets the identified elements, extracting their meaning and relationships. In this paper we
propose a combined approach leads to a more nuanced understanding of the text, enabling the generation of summaries that are not just
grammatically sound but also semantically accurate. It also ensures that the broader context of the dataset is captured.

3 - Real-Time Product Development using Generative Artificial Intelligence

Charles Weber, Portland State University, Portland, OR, United States, Antonie Jetter, Dahm Mongkol Hongchai, Ameeta Agrawal,
Yufei Tao

A workshop was conducted to train practitioners in real-time new product development (NPD) utilizing Al. Three teams of managers and
engineers were allotted six hours to develop a marketing plan prototype using ChatGPT and other Al tools. The plans included customer
identification, market analysis, persona creation, and a 15-minute presentation aimed at inspiring a sales force. A panel of judges, including
the authors and an external marketing professional, assessed the teams' strengths, weaknesses, and overall viability. The workshop validated
the efficacy of Al in NPD across various industries, with the outputs deemed "highly creative" and potentially viable. The primary takeaway
was the demonstrated acceleration of product development activities.

4 - Five Pivotal Practices for Leaders to Cultivate Empathy within Virtual Scrum Teams

Dahm Mongkol Hongchai, Portland State University, Portland, OR, United States, Charles Weber
In today's digital and global economy, it's essential for business leaders to possess not only business and technology skills but also empathy.
Yet, there is a significant lack of research focusing on the role of empathy within Agile product development, particularly when using the
Scrum Framework. A qualitative, empirical study conducted at a professional accounting firm uncovered critical insights into how leaders

can foster empathy within virtual Scrum teams. Actionable approaches to leadership involve five themes: Scrum fundamentals, meditation,
self- and other-analysis, healthy interactions, and informal connections.

5 - Measuring servitization configurations through modularity
Juliana Hsuan, Copenhagen Business School, Frederiksberg, Denmark

Servitization is enabled through product and service configurations to offer value propositions that are attractive to customers. Modularity can
provide powerful insights on how to measure the configuration options and respective implications for business model innovations.

SA27
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Product and Business Model Innovation
Invited Session
Technology, Innovation Management and Entrepreneurship
Co-Chair: Niyazi Taneri, Cambridge Judge Business School, Cambridge, United Kingdom
1 - Leveraging Suppliers for Innovation: Sourcing and Investment Strategies
Pascale Crama, Singapore Management University, Singapore, Singapore, Gaoyan Lyu, Yi Xu

Manufacturers benefit from supplier innovation that creates value for their customers. Yet because suppliers only appropriate a fraction of the
value created, their investment level may not match the manufacturer's preferences. We show that the manufacturer prefers single sourcing for
highly profitable innovations but exploits the competition effect of dual sourcing for less profitable innovations. Furthermore, the
manufacturer may opt to co-invest in supplier innovation to increase supplier effort. Interestingly, we find that even in the face of symmetric
suppliers and under dual sourcing, the manufacturer may prefer to invest asymmetrically in the two suppliers. Finally, we find that the
structure of the optimal sourcing and investment strategy differ depending on whether the innovation leads to product introduction or product
improvement. Innovations that lead to new product introduction never lead to dual sourcing with asymmetric investment, whereas product
improvement innovations not only favor dual sourcing with or without manufacturer investment, but may also lead to asymmetric investment
under dual sourcing with symmetric suppliers.
2 - Unraveling the Implications of Silent Labor TIME (Slt) in the Gig Economy

Srishti Arora, INSEAD, Singapore, Singapore, Vivek Choudhary, Sameer Hasija
The gig economy has become integral to the global economy, driven by the labor flexibility it affords companies and the self-scheduling
options available to workers. However, it also introduces an additional discretion for workers; they need to search for tasks during downtime,
i.e., intervals when the platform does not assign them tasks. This period of uncompensated task-seeking, which we call “Silent Labor Time
(SLT),” necessitates balancing effort between searching and executing tasks, impacting execution time. Our research aims to establish how
the effort allocated during SLT affects workers’ performance and earnings and identify factors that moderate this relationship. In food
delivery, the distance drivers travel to find the next order, called “relocation distance,” represents the effort allocated during SLT.
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Collaborating with a food delivery platform, we find that, on average, drivers relocate 2.6 km before each order, and a km increase in
relocation distance reduces order allocation by 5.4%, order speed by 2.7%, and earnings by 14.8% in the subsequent hour. The primary
reason for this decline is drivers allocating significant effort to searching for tasks during SLT, subsequently conserving energy when
executing tasks. Relocations that are not towards familiar clusters and reduce supply-demand balance are most detrimental to workers’
performance and earnings. Our findings suggest that relocation adversely affects drivers’ earnings and operational performance in subsequent
orders, ultimately impacting the platform’s efficiency. We offer actionable insights by suggesting strategies for the management of effort
allocation during SLT by different driver groups.

3 - How Do Robots Affect Firms&Rsquo; Innovation Performance? Evidence from Spanish Manufacturers
Yiyao Zhou, UCL School of Management, London, United Kingdom, Bilal Gokpinar

This paper examines the impact brought by robot use on manufacturing firms’ innovation performance. The analysis uses a rich panel dataset
of Spanish manufacturing firms over 27 years (1990-2016). Our findings document, the first time in the literature, that robot use has a
negative effect on firms’ process innovation. However, we do not observe a similar effect on firms’ product innovation. We also explore
mechanisms by which robot use may affect process innovation. We find that the negative effect of robot use on process innovation is only
salient for complex manufacturing, rather than light manufacturing or heavy manufacturing. In addition, we find that the negative effects
brought by robots on process innovation are smaller for older firms. These results point to a potential mechanism whereby robots may impede
process innovation through reducing human involvement. Our findings highlight possible disadvantages brought by robots in manufacturing
firms, a notion neglected by the previous literature.
4 - Shifting Targets: How Funding Goal Changes Influence Donation-Based Crowdfunding Success

Xiahua Wei, University of Washington, Bothell, Bothell, WA, United States, Weijia You, Xiaoya Xie
In the dynamic world of crowdfunding, the ability to pivot and adjust fundraising goals can make or break a campaign. With limited research
on this topic in the literature, our study delves into the intriguing phenomenon of modifying fundraising targets mid-campaign and its impact
on donor behaviors. Utilizing panel data from China’s largest donation-based crowdfunding platform, we uncover that announcing changes in
funding goals significantly boosts donations on the same day, increasing both the number of participants and the average donation per person.
Interestingly, increasing fundraising targets has a more pronounced effect on donor behaviors compared to reducing them. Text analysis
further reveals distinct motivations behind these adjustments. Beyond immediate impacts, our study investigates the overall performance of
projects with modified goals, finding they achieve higher completion rates, daily fundraising averages, and cumulative funds raised. These
insights offer valuable guidance for fundraisers on setting and adjusting funding targets to enhance donation-based crowdfunding campaign
success.
5 - The Effects of Robots on the Workplace

FNU Adrianto, University of Minnesota, Minneapolis, MN, United States, Avner Ben-Ner, Ainhoa Urtasun

This paper examines the effects of robots across various occupations in U.S. manufacturing plants, extending extant research conducted at the
firm and industry levels. We use a difference-in-differences approach matched on industry, commuting zone, and plant size to estimate how
employment and skill demand for various occupations change after robot adoption. We find that the introduction of robots is associated with a
150 percent increase in the number of job postings and an increase in employment of 15 percent; the increase is larger in production than in
support jobs. Comparing effects across plants within adopting firms, we show that the expansion only occurs in the robotic plants, suggesting
that prior firm-level studies overlooked the distinction between adopter and (majority) nonadopter plants within firms, underestimating the
robotization effect. We find a negligible employment effect at the industry level as the positive effect in adopters is counterbalanced by the
loss of workers in nonadopters. The majority of jobs do not change skill composition following the adoption, but the robotized part of the
plant requires more design, production, maintenance, repair, and programming skills. We provide credible evidence that the productivity and
robot-human complementarity effects dominate any displacement effect and that loss of employment is limited to outcompeted nonadopters.
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Co-Chair: Lingling Shi, McMaster University, Hamilton, ON, Canada
1 - Circular Economy of EV Batteries: Economic and Environmental Impacts of Repurposing
Lingling Shi, McMaster University, Hamilton, ON, Canada, Metin Cakanyildirim, Sila Cetinkaya

The fast growth of electric vehicle (EV) and the increased energy storage markets stimulate the demand for batteries and in turn the critical
minerals, which face high supply uncertainty. We investigate the economic and environmental impacts of repurposing spent EV batteries for
energy storage in addition to recycling.

2 - Fighting the Plastic Pollution: Product Ban Regulation and Voluntary Compliance
Natalie Huang, University of Minnesota, Minneapolis, MN, United States, Wenli Xiao, Feifei Shan, Aditya Vedantam

We study a firm's voluntary recycling efforts as a proactive compliance strategy for future regulation to ban the sales of its products. We study
the economic and environmental implications of the product ban regulation and the firm's compliance incentives.

3 - Equitable Supply-Demand Balancing: Tailoring Equitable Incentives for Demand Response Programs in Power Grids
Solmaz Abbaspour, University of Massachusetts, Amherst, MA, United States, Senay Solak
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Demand response programs aim to shift electricity consumption from peak periods to off-peak periods to better match supply with demand,
typically through prices or monetary incentives. We investigate equitable incentivization policies in demand response programs by
considering diverse characteristics of various demographic groups. We model the trade-offs between equity and efficiency in such
incentivization policies, and propose mechanisms that achieve efficiency while ensuring social equity among different customer profiles. The
results are expected to provide utility companies with actionable insights for tailoring their demand response strategies more effectively, thus
promoting a more sustainable and equitable energy management system.

4 - Evaluating the Trade-Offs Between Safety and Sustainability in a Supply Chain
Gal Raz, Ivey Business School at Western University, London, ON, Canada, Pantea Saremi, Jason Nguyen

This paper examines the impact of investing in safety for sustainable products. We consider a market with two competing manufacturers, one
selling a conventional product, and the other a more environmentally sustainable one that could have some safety concerns as a result of
altered material and/or production process. Examining the market, we evaluate the tradeoff between safety and sustainability for sustainable
products and their economic and environmental impact. This evaluation entails examining sustainable product manufacturer's optimal
strategy given the safety threshold they aim to attain.

5 - Outcome-based pricing for precision agriculture services
Heng Chen, University of Nebraska-Lincoln, Lincoln, NE, United States, Ying Zhang

Precision agriculture has been promoted by agricultural technology providers through the use of outcome-based pricing (OBP). In this paper,
we examine the effects of OBP on the adoption rate of precision agriculture, and the benefits it offers to both farmers and service providers.
We develop a two-period game model that incorporates providers' learning from experience. We also explore the implications of government
intervention when the service provider switches to OBP from traditional pricing.
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Invited Session
OPT: Integer and Discrete Optimization
Chair: Luca Wrabetz, University of Pittsburgh, Pittsburgh, United States
1 - Exploiting players’ sub-optimal strategies in multi-level interdiction games.
Rafal Muszalski, University at Buffalo, Buffalo, NY, United States, Jose Walteros, Prashant Sankaran

In a two-player interdiction game, an exploitative strategy consists of a set of moves conducted by the leader to exploit the follower's inability
to play optimally. Exploitative strategies can arise when there are imbalances in the game setup across the players, such as when the follower,
due to some technological limitation, is restricted to conducting heuristic moves instead of optimal ones. In this work, we formulate an
exploitative framework for solving multi-level interdiction games, leveraging a hybrid deep learning optimization approach. Our framework
implements a Graph Neural Network (GNN) component that predicts sub-game solutions based on the structural characteristics of the game,
as well as historical observations of previous iterations of the game, including the players’ previously used strategies. We show that, by
sampling solutions generated by the GNN, our approach can generate an estimated characterization of the follower's decision space and use it
to parameterize an optimization model tailored to produce exploitative strategies. We test the performance of our framework by solving
several three-level interdiction games, including a shortest path interdiction problem with fortification.

2 - Simple Randomized Rounding for Max-Min Eigenvalue Augmentation
Haeseong Yang, University of Pittsburgh, Pittsburgh, PA, United States, Jourdain Lamperski, Oleg Prokopyev

We consider the max-min eigenvalue augmentation problem: given an n X n symmetric positive semidefinite matrix M , vectors al, . .., am
€ R”n, and a positive integer k < m, the goal is to choose a subset I {1, ..., m} of cardinality at most k to maximize the minimum
eigenvalue of the matrix M + Y {I€l} a_ia”T_i. The problem captures both the maximum algebraic connectivity augmentation and E-
optimal design problems. There are two distinct research streams dedicated to these problems that develop approximation algorithms based
on rounding optimal semidefinite programming relaxation solutions. Interestingly, both research streams empirically evaluate the
performance of “simple” randomized rounding methods but do not establish theoretical approximation guarantees for them. In this paper we
establish approximation guarantees for a simple randomized rounding method applied to the general max-min eigenvalue augmentation
problem. Furthermore, we investigate its empirical performance through computational experiments.

3 - Commit or defer shortest path interdiction
Shuai Shao, Oklahoma State University, Stillwater, OK, United States, Juan Borrero, Oleg Prokopyev

We study commit or defer interdiction problems when the interdictor has partial initial information about the network and the evader has
complete knowledge of the network, including its structure and arc costs. The interdictor has limited resources for interdiction which cannot
be renewed after being used. In each time period, the interdictor chooses to block some arcs, and observes feedback from the shortest path
used by the evader. By observing the evader’s feedback, the interdictor improves her knowledge about the network and adjusts her strategy
for the later time periods accordingly to maximize the cumulative cost incurred by the evader. We show that in the worst-case, for arbitrary
sets of initial information, interdicting one arc at a time is an optimal worst-case policy. For specific sets of initial information, however, this
is not true. For these cases we consider optimistic and pessimistic policies that balance performance and resource expenditures by using
Pareto frontiers. We formulate and compute these policies using mixed-integer programming, and show that they can outperform other
benchmark policies in our numerical experiments. In particular, these policies as many arcs as the resources permit whenever the interdictor
